Sexist AI: An Experiment Integrating CASA and ELM

Joo-Wha Hong, Sukyoung Choi & Dmitri Williams

To cite this article: Joo-Wha Hong, Sukyoung Choi & Dmitri Williams (2020): Sexist AI: An Experiment Integrating CASA and ELM, International Journal of Human–Computer Interaction

To link to this article: https://doi.org/10.1080/10447318.2020.1801226

Published online: 14 Aug 2020.
Sexist AI: An Experiment Integrating CASA and ELM
Joo-Wha Hong, Sukyoung Choi, and Dmitri Williams
Annenberg School for Communication and Journalism, University of Southern California, Los Angeles, CA, USA

ABSTRACT
This study employed an experiment to test participants’ perceptions of an artificial intelligence (AI) recruiter. It used a 2 (Specialist AI/Generalist AI) × 2 (Sexist/nonsexist) design to test the relationship between these labels and the perception of moral violations. The theoretical framework was an integration of the Computers Are Social Actors (CASA) and Elaboration Likelihood Model (ELM) approaches. Participants (n = 233) responded to an online questionnaire after reading one of four scenarios involving an AI recruiter’s evaluation of job candidates. Results found that the concept of “mindlessness” in CASA is situational, based on whether the issue is processed with the central route or the peripheral route. Moreover, this study shows that CASA can explain the evaluation of machines with the third-person point of view. Also, there was a distinction between the perception of the AI and its decisions. Furthermore, participants were found to be more sensitive about the AI agent’s sexism – which was more anthropomorphic and emotionally engaging – than about the AI agent’s status as a specialist.

Artificial intelligence (AI) is a technology that functions via algorithms that people use every day, such as personal assistants, spam e-mail filters, and self-driving cars (Mills, 2018). AI has begun to make decisions on behalf of humans since its purpose is to think and act both humanly and rationally (Russell & Norvig, 2010). The application of AI technology is generally forecasted to reduce costs while increasing productivity in many industries (Doganis et al., 2006; Ince & Aktan, 2009; Kreps & Neuhauser, 2013), and to have other profound impacts on society. For example, it is expected that the introduction of AI will begin to substitute for or make irrelevant, vast amounts of human labor (Bruun & Duka, 2018; Chelliah, 2017; Nilsson, 1985). This substitution is not only limited to routine labor but also to critical decision making. For instance, self-driving cars drive without human input using a decision-making module that understands circumstances based on information gathered from sensors; this is similar to how people drive (T. Kim et al., 2012). AI has already started to substitute for humans in some roles, and its performance compared to humans should be studied to predict the possible outcomes of having machines be decision-makers. Also critical is understanding our reactions to, and comfort with, those decisions. If AI becomes a critical part of everyday life, we will be dealing with new cultural and social implications.

One area already employing AI decision-making is job recruiting because AI hiring programs have already started to replace human recruiters (Wazed, 2019). Having AI in hiring practices is expected to bring about a wide range of changes to job markets by having automated and improved decision-making processes (Black & van Esch, 2020; Michailidis, 2018). Having an AI-based chatbot in the recruiting process was found to reduce 30–50% of the time spent screening candidates (Volini et al., 2019). Moreover, studies found that job applicants did not show a distinct difference in their perceptions of fairness toward AI hiring agents and AI recruitment (Suen et al., 2019; van Esch et al., 2019). Global conglomerates, such as IKEA, L’Oreal, and Amazon have started to test or deploy AI programs in their recruiting processes (Dustin, 2018; Holley, 2018; Lewis & Marc, 2019). However, despite the expected enormous changes in job markets due to AI hiring, we have little understanding of social acceptance of this trend. Understanding it is part of a larger issue of how we accept or reject AI technology in general. This study examines that issue in the context of a fallible AI hiring process, and uses a combination of two traditional communication theories, the Computers Are Social Actors (CASA) paradigm and the Elaboration Likelihood (ELM) Model. How we think about machines and their performance are critical pieces of our evolving modern lives.

1.1. AI making unethical decisions

There is a belief that machines are more just and trustworthy than people, hence the term “machine heuristics” (Sundar & Kim, 2019). However, questions about fairness and ethical concerns in using AI technologies have been addressed as challenges (Tambe et al., 2019). Moreover, there have already been cases where machines disappointed people by making incorrect or biased decisions. There was a case where
Amazon’s AI hiring tool discriminated against and downgraded female candidates because the program was trained using the company’s ten years of résumé data, which was highly male-dominant (Dustin, 2018). This practice was a violation of gender equality, an essential human right, and lead to both harms and inequities. The AI tool’s decisions can create unjust outcomes that can negatively impact people’s psychological well-being, such as depression and lower self-esteem, due to their innate characteristic (Hurst & Beesley, 2013; J. K. Swim et al., 2001). Also, the AI tool’s decisions violated fair treatment, which is a crucial factor that job applicants consider when engaging with AI recruiting systems (van Esch & Black, 2019). Another representative case of biased algorithms is Tay, the Microsoft Twitter chatbot, which was an AI agent that later became racist because it learned from rancorous tweets that Twitter users intentionally put out (Beran, 2018). Reflecting on these cases, it becomes clear that AI can be biased based on how it is trained. Thus, contrary to the expectation that AIs make neutral and fair decisions, biased algorithms may emerge based on the data used for training, which Weizenbaum (1976) predicted and was concerned with over 40 years ago. Prior research has borne out some of his concerns, first focusing on the actions of the programmers, and then moving to the effects and perceptions of the end-users and customers.

There is an argument that says biased data for training AIs can be manipulated. There have been studies regarding why an AI that makes racist decisions was created in the first place. One study argued that commercial face recognition programs with AI technology show different levels of efficiency based on gender and race because both the programmers and the faces in the training datasets are predominantly white males (Buolamwini & Gebru, 2018; Raji & Buolamwini, 2019). Moreover, creating biased algorithms can be done because of financial profits. Noble (2018), who found that Google provided more negative search results for “black girls” compared to “white girls,” claims that the company’s programmers manipulated its search algorithm to increase its revenue. These scholars claim that programmers can alter an AI, knowingly or not, based on their perspectives and purposes when training it.

One study explored the pattern of blaming AI when it committed moral violations, which did not manipulate characteristics of AI. It found that the perceptions of an AI having a mind increases the attribution of wrongness and intentionality to the machine (Shank & DeSanti, 2018). Another study compared the perception of incorrect decisions by an AI or human crime predictor and found that the way people blame AI is similar to the way they blame human perpetrators (Hong & Williams, 2019). Unlike the study that compared the perception when and AI cause the same outcome, this study aims to examine perceptions when they cause different ones. Keeping with the same frame of potential negative contexts, we move to an examination of sexist decisions.

Sexism is the deviation from the belief that all people should be treated equally due to their gender. Sexism is a moral violation because it is the explicit devaluation of people due to prejudice regarding gender, which leads to inequalities (Barnes et al., 2020; Cherrington & Cherrington, 1992; Swim & Hyers, 2009; Valentino et al., 2018). This paper examines people’s reactions to biased decisions by AI, particularly regarding gender discrimination, through the lens of CASA and ELM. Fishbein and Ajzen (1975) argued that subjective norms and attitudes toward behavior are prerequisites of behavioral intention. CASA explains normative beliefs about the different roles of AI agents (i.e., specialist AI or generalist AI) and ELM demonstrates how attitudes toward blaming sexism affects the level of attributed responsibility. It is expected that both norms about AI and attitudes toward blaming sexism influence the attribution of responsibility toward an AI recruiter that makes gender discriminative decisions. This paper first introduces CASA and ELM respectively and suggests how they can be used integratively.

1.2. Computers are social actors

Computers Are Social Actors (CASA) is a paradigm often used in human-computer interaction studies. The main argument of this theoretical approach is that the relationship between computers and humans is a social one (Nass et al., 1994). CASA claims that people tend to see a computer as an entity independent from its programmer and with its own source of information (Sundar & Nass, 2000). Moreover, they perform social behaviors and apply social rules to machines (Nass & Moon, 2000). Therefore, CASA is often used to understand how people perceive artificial intelligence in the context of human-computer interaction, such as having more trust in an older AI voice, and their different perceptions of social robots based on various situations (Edwards et al., 2019; K. Kim et al., 2013). These previous CASA studies have focused on direct interactions between humans and machines. However, whether people with the third-person point of view attribute social rules to machines has not been tested. Therefore, this study attempts to see whether CASA is applicable to indirect human-machine interactions by looking at people blaming AI described in a news article.

One major concept that CASA explores is “mindlessness,” a psychological state in which a person over-relied on past experiences and becomes context-dependent, which is similar, but not equivalent to, habit or functional fixedness (Langer, 1992). It can explain how people form a social relationship with computers – individuals overuse human social categories and engage in overlearned social behaviors in human-computer interaction (Nass & Moon, 2000). This mindlessness can lead to the perception that machines have human-like qualities, such as personalities (Holzgraves et al., 2007).

One interesting study regarding CASA found that when technology was labeled as a “specialist,” this triggers a particularly mindless response by influencing people’s perceptions of the content the technology generates and increasing the acceptance of that content (Leshner et al., 1998). The results demonstrated that the content produced by a machine with a “specialist” label is accepted mindlessly because people tend to prematurely commit to the textual cues of expertise and accept the information provided by authoritative entities uncritically (Nass & Moon, 2000). There was a repetition of the study using smartphones and applications showing similar results to the original study: Mobile advertising from both
specialist hardware and software agents led to higher purchase intentions (Kim, 2014). Just as people trust a specialist in one area more than a generalist, more trust tends to be attributed to a specialist machine regardless of its actual performance. However, this approach has not been applied to AI agents. But, from previous research findings, it can be predicted that a “specialist” AI will be evaluated more positively than its counterpart (i.e., a “generalist” AI) due to people’s proclivity to exhibit premature cognitive commitment. It is less clear if people will separate the action from the actor, i.e. the act of prejudice from the entity causing it.

1.3. Hate the sin, not the sinner

Theoretical approaches on blame, such as attribution theory, tend to focus on who or what to blame (internal attribution vs. external attribution) without considering the evaluation of events (Kelley & Michela, 1980; Weiner, 2010). However, Malle et al. (2014) argued that there are three types of moral judgment that must be distinguished: setting and affirming norms, evaluating events, and evaluating agents. In other words, if an AI agent violates a norm, how we see the violation and how we see the AI agent should be examined independently. Moreover, because AI is deemed less autonomous than human beings (Cevik, 2017; Hong & Williams, 2019), it is expected that people will understand an AI and its performance. In this regard, people might negatively react to an AI agent’s moral violation but still think of the AI agent as a neutral being. A previous study regarding an AI’s moral violations focused both on the perception of moral violations in events and to whom the responsibility was attributed (Shank & DeSanti, 2018). This study also attempts to see how people react to an AI agent and its decisions. The difference between the perception of an AI agent and its decisions is reflected in hypotheses as well as in measurements by using different unique scales for the understanding of the agent and its decisions.

H.1. Hiring decisions by the specialist AI will be more positively perceived than the decisions made by the general AI.

H.2. The specialist AI will be more positively perceived than the general AI.

1.4. Elaboration likelihood model

When consuming new information, people sometimes pay full attention and other times take it uncritically. According to the Elaboration Likelihood Model (ELM), the motivation to process a given message determines the choice of a central or peripheral cognitive route (Petty & Cacioppo, 1986). The central or the peripheral route shows differences in terms of the amount of thought process that went into the message or the effort to elaborate on the information (Han et al., 2018). When processing through the central route, people scrutinize and see the given information more critically (Bhattacherjee & Sanford, 2006; Goh & Chi, 2017). ELM argues that attitude changes via the central route persist longer and are less vulnerable to counter persuasion than attitude changes via the peripheral route (Brooks-Harris et al., 1996). While ELM has mostly been used in the situation of persuasion, the theoretical model is applicable to evaluative judgments and attribution of causality (Petty & Cacioppo, 1986). Therefore, multiple studies have used ELM to explain the responsibility attribution in various situations (Douglas et al., 2008; Malhotra & Kuo, 2009; Williams et al., 2011).

Seeking correctness and issue involvement are motivations to use the central route for processing information (Petty & Cacioppo, 1986). A previous ELM study found that female participants used the central route when exposed to rape prevention materials, while male participants used the peripheral route (Heppner et al., 1995). Therefore, it is expected that people who think sexism in the workplace is a serious issue are more likely to process a sexist AI and its output with the central route. Moreover, while ELM is often used to focus on cognition, emotional factors have been shown to play crucial roles in message processing (Morris et al., 2005). Downgrading female participants simply due to their gender breaches the social norm of egalitarianism, which arouses negative emotions and motivates people to correct the issue (Cichocka et al., 2013; Schmitt et al., 2003). Hence, a gender-discriminative decision by an AI recruiter is more likely to be processed in a central route and perceived negatively, especially by those being discriminated against – in this case, women.

H.3. An AI hiring tool’s sexist decisions will be more negatively perceived than nonsexist decisions.

H.4. A sexist AI hiring tool will be perceived more negatively than the nonsexist AI hiring tool.

The opposite effect may also emerge, with the inherent sexism of the person playing a key role. Previous studies have found that individuals who hold more sexist attitudes tend to perceive gender discrimination more positively. For instance, female-disparaging sexist humor/jokes, which are often perceived as a vehicle for transmitting discriminatory behavior (LaFrance & Woodzicka, 1998), were rated as funnier and more amusing among those high in sexism (Henkin & Fish, 1986; LaFrance & Woodzicka, 1998; Moore et al., 1987). Likewise, exposure to discriminatory incidents in hiring processes may elicit more positive responses among those who hold more sexist attitudes.

H.5. People with more sexist attitudes will perceive the AI hiring tool’s sexist decisions more positively.

H.6. People with more sexist attitudes will rate the sexist AI hiring tool more positively.

1.5. Integration of CASA and ELM

Tzeng and Chen (2012) raised a concern through their experimental study that CASA is not always applicable because “mindlessness” in CASA provides only a partial explanation of human-computer interaction since there are other unexplained psychological factors triggered during the communication. This study attempts to further investigate when CASA
is or is not applicable by focusing on CASA’s “mindlessness” concept. This occurs because people think more critically with “mindful” mental efforts when the topic is perceived to be crucial, which in this case is sexism. In other words, the mindlessness in CASA will not function when the central route in ELM is triggered, because the decision of using either central or peripheral cognitive route will precede. Because sexism is an issue relevant to people’s lives, an article about sexist AI is more likely to be processed with the central route. On the other hand, an article about AI with no sexism would trigger peripheral processing because there is no perceived potential harm, which leads to mindlessness that CASA argues. Here, mindlessness involves trusting a specialist AI more than generalist one, and may only be applicable when the given situation is processed in the peripheral route. Therefore, people opposing gender discrimination toward women in the workplace will not see an AI agent as a specialist when it makes sexist decisions. So, it is expected that any difference in attitude toward the generalist and specialist AI will be diminished if its decision is sexist. An integrative study of ELM and CASA has not yet been conducted in the context of AI. Therefore, this study investigates the condition for “mindlessness” in CASA using the concepts of a central and a peripheral route in ELM. From this perspective, it is expected that the perception of the AI agent and its decision, based on its specialty, will show significant results only when the decision is non-discriminative.

H.7.a. Nonsexist hiring decisions made by the general AI will be rated lower than the one by the specialist AI

H.7.b. The perception of sexist hiring decisions made by the specialist AI and the general AI will show no significant difference.

H.8.a. The perception of the general AI making nonsexist hiring decisions will be rated lower than the perception of the specialist AI making the same decisions.

H.8.b. The perception of the specialist AI and the perception of the general AI both making sexist hiring decisions will show no significant difference.

2. Methods

To test the hypotheses, a 2 × 2 experiment was designed and conducted, in which both the expertise of the AI recruiter (specialist or generalist) as well as its morality (sexist or nonsexist) were different. The dependent variables for this study are the perceptions of the AI recruiter and its hiring decisions. The gender of participants served as a covariate.

2.1. Participants

Using services provided by Qualtrics©, a survey management company, participants were recruited as follows: 15.4% male and 84.6% female; Hispanic: 7.2%, White: 62.8%, African American: 18.6%, and other: 11.3%. While experiments about sexism in the workplace tend to use female participants only (Brady et al., 2015; Mallett et al., 2016), this study included a portion of male participants in order to reflect the fact that there are male victims of workplace gender discrimination even though they are far fewer than female victims (Horowitz et al., 2017). Because this study only required people who care about sexism in the workplace, it excluded participants who answered “no” to the question “Do you think gender equality in the workplace is important?” leaving 233 participants from the 247 initially recruited. The youngest participant was 19 years old, while the oldest participant was 78 years old ($M = 39.58, SD = 12.63$).

2.2. Procedures

Participants who agreed to participate in the study were given reading material based on an actual story retrieved from a news article saying that a beauty product company had started to use AI in its hiring processes (Lewis & Marc, 2019). The story was altered into four different scenarios that fit a 2 (Sexist/nonsexist) × 2 (Specialist/Generalist AI) experimental design. Within each cell of the design, all of the participants were exposed to an actual news article (shown in Appendix 1)s. One portion of this article was altered for each condition, as follows: Two of the four articles about AI’s gender discrimination decision had the following paragraph reflecting the sexism condition:

However, algorithms may have a strong gender bias, depending on their input data. A recruiting AI algorithm using data from a company that employs only men is more likely to reject women. A report from Reuters showed that L’Oréal’s AI recruiting program taught itself that male candidates were preferred. It penalized résumés that included the word “women’s,” as in “women’s chess club captain.” It also downgraded graduates of two all-women’s colleges, according to people familiar with the matter. They did not specify the names of the schools.

The other two articles about AI’s nondiscrimination did not have this paragraph about the AI recruiter’s sexism.

To create the specialized condition on the other axis of the 2 × 2 design, a version of the article introduced the AI as a “specialist” agent with a specialized algorithm only for job candidate evaluation. On the other hand, the other version of the article introduced the AI as a “non-specialized” agent with less training. Two articles reflecting the specialist AI condition had the following paragraph:

The level of expertise of AI is defined by the size of data for training. The AI program was trained to vet applicants by observing patterns in 130,00 resumes submitted to the company over a 10-year period, which is a sufficient size to be deemed as a recruiting specialist according to AI experts.

The other two articles reflecting the general AI condition had the following paragraph instead:

The level of expertise of AI is defined by the size of data for training. The AI program was trained to vet applicants by observing patterns in less than 100 resumes submitted to the company.
over a one-year period, which is not enough to make the system specialized for recruiting according to AI experts.

After reading a given article, all participants were asked to report their respective perceptions of the AI recruiter and its decision. The average time participants spent finishing the survey was 6.73 minutes (SD = 3.53). Due to manipulated information about an actual company in the given articles, participants were debriefed, and the original article without any modification was provided after the survey.

2.3. Measures

As mentioned above, this study focuses on the perceptions of the AI recruiter and its hiring decisions, respectively, so different measurements were used to measure each. Participants’ attitudes toward sexism were also measured. The order of both scales and the questions within each scale were randomized.

2.3.1. Perception of the AI recruiter

This measurement is about how people see the AI recruiter depicted in the news article, and is the dependent variable for H1, H3, H5, and H7. The general perception of the human and AI recruiter was collected using a scale measuring opinion about the agent based on four perspectives: caring, likability, trustworthiness, and intelligence (Brave et al., 2005). 15 seven-point bipolar scale questions (i.e., compassionate vs. not compassionate; unselfish vs. selfish; friendly vs. unfriendly; cooperative vs. competitive; likable vs unlikable; pleasant vs. unpleasant; appealing vs. unappealing; not irritating vs. irritating; trustworthy vs. untrustworthy; honest vs. dishonest; reliable vs. unreliable; sincere vs. insincere; intelligent vs. unintelligent; smart vs. dumb; capable vs. incapable) and one question (i.e., the recruiting AI program in the article is warm) were used. This sixteen-item scale reached high reliability (α = .96). Higher scores indicate a positive view of the AI recruiter in the given article.

2.3.2. Perception of the hiring decisions

In reference to a previous similar study (Lee, 2018), a questionnaire was designed to measure how people see the hiring decision by the human and AI recruiter. This was the dependent variable for H2, H4, H6, and H8. It consisted of three elements and was measured using scales from three different studies with a seven-point Likert scale: fairness (e.g., Do you think the recruiting AI program’s decision was fair?) (from “strongly disagree” to “strongly agree”) (Thielsch et al., 2012), emotional reactions (e.g., Do you feel happy about the recruiting AI program’s decision?) (from “strongly disagree” to “strongly agree”) (Lee, 2018), and message credibility (i.e., Indicate how well the adjective represents the recruiting AI program’s decision in the article you just read: accurate; error-free; moral; authentic; genuine; reliable; authoritative; reputable; trustworthy) (from “describes very poorly” to “describes very well”) (Appelman & Sundar, 2016). This eighteen-item scale reached high reliability (α = .95). Higher scores indicate a positive perspective toward the AI recruiter’s hiring decisions.

2.3.3. Sexist attitudes

This study also measured participants’ sexist attitudes as an independent variable for H5, a positive relationship between the sexist attitudes and the perception of the AI hiring tool’s sexist decisions, and H6, a positive relationship between the sexist attitudes and the perception of the sexist AI hiring tool. The sexist attitudes were measured using the Modern Sexism Scale (J. Swim et al., 1995), which collects sexism without alerting the subject to it. This eight-item scale with a seven-point Likert scale (from “strongly disagree” to “strongly agree”) was used to measure opinions about gender discrimination against women in society and it reached good reliability (e.g., Society has reached the point where women and men have equal opportunities for achievement) (α = .82). Higher scores indicate having stronger sexist attitudes.

3. Results

To verify the efficacy of the manipulations, the responses to the following two items “The AI program in the article is a fully prepared recruiting specialist” and “The AI program in the article is sexist” were analyzed and compared between different scenarios using an independent samples t-test. The efficacy of the “The AI program as sexist” manipulation showed a significant outcome between sexist (M = 4.98, SD = 1.57) and nonsexist (M = 2.71, SD = 1.38) scenarios; t(231) = 11.78, p < .001. The test rejects the hypothesis that the manipulation of the “The AI program as a recruiting specialist” manipulation also showed a significant outcome between specialist AI (M = 5.40, SD = 1.26) and generalist AI (M = 4.31, SD = 1.80); t(231) = 5.37, p < .001. These results indicate that participants distinguished the difference between the sexist and nonsexist AI as well as the recruiting specialist and generalist AI.

To address the potential concern of common method bias, Harman’s single factor test was conducted (Harman, 1967). The analysis of the 42 variables revealed 7 factors with eigenvalues greater than 1.00. No dominant factor emerging was found from the factor analysis, implying that the data sample was less likely to be contaminated by common method bias.

Two sets of two-way analyses of covariance (ANCOVA) were conducted for H1, H2, H3, and H4 to test whether AI’s sexism or specialist role influenced the perception of the agent and its decisions. The gender of participants was used as a covariate since female candidates were depicted as victims of the sexist AI; the depiction was anticipated to influence the judgment of female participants as a part of defensive attribution, attributing more responsibility to offenders when victims have more similarities with observers (Grubb & Harrower, 2008; Herzog, 2008). Levene’s test was conducted to assess the equality of variances, and the result of the test rejects the homogeneity of variances for both the perception of the agent F(3, 229) = 0.82, p = .48, and the perception of the decisions F(3, 229) = 1.03, p = .38.

H2 about the perception of the specialist agent was rejected but the H1 regarding the perception of its decisions was supported. H2 predicted that participants would perceive the specialist AI program more positively than the generalist AI program, and H1 presumed that participants perceive decisions by the specialist AI hiring tool more positively than the ones by the generalist AI tool. The results showed an insignificant outcome for the effects of the AI program being specialist [F(1,
228) = 1.56, \( p = .21 \) but a significant outcome for the decisions made by the specialist AI \([F(1, 228) = 3.88, p = .05, \eta^2_p = .02]\).

H3 predicted that participants would perceive the sexist AI program more negatively than the nonsexist AI program, and H4 presumed that participants would perceive decisions by the sexist AI program more negatively than the one by the nonsexist AI program. Both hypotheses were supported. The results showed a significant outcome for the effects of both the AI program being sexist \([F(1, 228) = 8.98, p = .003, \eta^2_p = .04]\) and the decisions made by the sexist AI \([F(1, 228) = 18.41, p < .001, \eta^2_p = .08]\). Table 1 shows the descriptive statistics for analyzed data on the perception of the AI program and its decisions regarding the AI being sexist or nonsexist and being specialist vs. nonspecialist AI.

Additionally, a significant result was found from the two-way interaction between the specialist AI/generalist AI and sexist/ nonsexist decisions on the perception of hiring decisions \([F(1, 228) = 4.10, p = .04]\). However, the two-way interaction on the perception of the AI recruiter \([F(1, 228) = 1.87, p = .17]\] showed insignificant results.

For an in-depth understanding of the results, the score of each variable in the scale – the AI recruiter’s caring attitude \((\alpha = .84)\), likability \((\alpha = .90)\), trustworthiness \((\alpha = .89)\), and intelligence \((\alpha = .89)\) and the hiring decisions’ fairness \((\alpha = .89)\), emotional reactions \((\alpha = .89)\), and credibility \((\alpha = .93)\) – was analyzed using ANCOVA. Table 2 shows a summary of the results.

To test H5 and H6, hypotheses about the sexist attitudes increasing the positive perception of the sexist AI hiring tool and its decisions, two sets of multiple regression analyses were conducted using data only from the specialist AI program, as the specialist AI program and its decisions range from 1 (Strongly negative) to 7 (Strongly positive).

### Table 1. Descriptive statistics for the perception of the AI program and its decisions based on the specialist label and its sexist decisions.

<table>
<thead>
<tr>
<th>Type of AI Program</th>
<th>AI Program</th>
<th>AI Program's Decisions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Sexist</td>
<td>4.01</td>
<td>1.52</td>
</tr>
<tr>
<td>Nonsexist</td>
<td>4.53</td>
<td>1.23</td>
</tr>
<tr>
<td>Specialist</td>
<td>4.38</td>
<td>1.43</td>
</tr>
<tr>
<td>General</td>
<td>4.17</td>
<td>1.39</td>
</tr>
</tbody>
</table>

Both perception of the AI program and its decisions range from 1 (Strongly negative) to 7 (Strongly positive).

### Table 2. ANCOVA results for each variable regarding the AI recruiter and its hiring decisions.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Source of Variation</th>
<th>Sum of Square</th>
<th>df</th>
<th>Mean Square</th>
<th>( F )</th>
<th>( \eta^2_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caring</td>
<td>Gender</td>
<td>0.004</td>
<td>1</td>
<td>0.004</td>
<td>0.00</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>0.011</td>
<td>1</td>
<td>0.011</td>
<td>0.006</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>10.448</td>
<td>1</td>
<td>10.448</td>
<td>5.56</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>0.991</td>
<td>1</td>
<td>0.991</td>
<td>0.522</td>
<td>.002</td>
</tr>
<tr>
<td>Likability</td>
<td>Gender</td>
<td>6.076</td>
<td>1</td>
<td>6.076</td>
<td>2.46</td>
<td>.111</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>3.395</td>
<td>1</td>
<td>3.395</td>
<td>1.37</td>
<td>.066</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>22.412</td>
<td>1</td>
<td>22.412</td>
<td>9.07</td>
<td>.038</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>4.256</td>
<td>1</td>
<td>4.256</td>
<td>1.73</td>
<td>.089</td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>Gender</td>
<td>0.058</td>
<td>1</td>
<td>0.058</td>
<td>0.026</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>4.340</td>
<td>1</td>
<td>4.340</td>
<td>1.94</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>28.580</td>
<td>1</td>
<td>28.580</td>
<td>12.80</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>3.137</td>
<td>1</td>
<td>3.137</td>
<td>1.40</td>
<td>.006</td>
</tr>
<tr>
<td>Intelligence</td>
<td>Gender</td>
<td>3.475</td>
<td>1</td>
<td>3.475</td>
<td>1.29</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>9.547</td>
<td>1</td>
<td>9.547</td>
<td>3.56</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>10.688</td>
<td>1</td>
<td>10.688</td>
<td>3.93</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>7.483</td>
<td>1</td>
<td>7.483</td>
<td>2.79</td>
<td>.012</td>
</tr>
<tr>
<td>Fairness</td>
<td>Gender</td>
<td>0.268</td>
<td>1</td>
<td>0.268</td>
<td>0.13</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>6.465</td>
<td>1</td>
<td>6.465</td>
<td>3.55</td>
<td>.015</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>27.591</td>
<td>1</td>
<td>27.591</td>
<td>13.93</td>
<td>.059</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>9.353</td>
<td>1</td>
<td>9.353</td>
<td>4.85</td>
<td>.021</td>
</tr>
<tr>
<td>Emotional reactions</td>
<td>Gender</td>
<td>0.009</td>
<td>1</td>
<td>0.009</td>
<td>0.006</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>3.856</td>
<td>1</td>
<td>3.856</td>
<td>2.41</td>
<td>.010</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>22.357</td>
<td>1</td>
<td>22.357</td>
<td>13.97</td>
<td>.058</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>8.905</td>
<td>1</td>
<td>8.905</td>
<td>5.56</td>
<td>.024</td>
</tr>
<tr>
<td>Credibility</td>
<td>Gender</td>
<td>0.375</td>
<td>1</td>
<td>0.375</td>
<td>0.26</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>Specialist</td>
<td>5.274</td>
<td>1</td>
<td>5.274</td>
<td>3.68</td>
<td>.016</td>
</tr>
<tr>
<td></td>
<td>Sexist</td>
<td>23.329</td>
<td>1</td>
<td>23.329</td>
<td>16.29</td>
<td>.007</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>0.894</td>
<td>1</td>
<td>0.894</td>
<td>0.62</td>
<td>.003</td>
</tr>
</tbody>
</table>

\( p < .05, \* p < .01, \*\* p < .001. \)

The perception of “the AI program itself” as a specialist or not a specialist and generalist AI only when the AI does not make sexist decisions. Based on the results of the t-tests, there was a statistically significant effect of the specialty of the AI recruiter when the program did not make sexist decisions \([t(117) = 2.95, p = .004, d = 0.54]\). The perception of the decisions by the AI recruiter was rated higher in the specialist AI scenario \((M = 4.83, SD = 1.02)\) than the generalist AI one \((M = 4.23, SD = 1.19)\). On the other hand, there was no significant difference between the understanding of the decisions by the specialist AI \((M = 3.88, SD = 1.12)\) versus the generalist AI one \((M = 3.89, SD = 1.24)\) when such decisions were sexist \([t(112) = -0.03, p = .98]\).

### Table 3. Descriptive statistics for the perception of the AI program and its decisions of the AI recruiter.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dependent Variable</th>
<th>Sum of Square</th>
<th>df</th>
<th>Mean Square</th>
<th>( F )</th>
<th>( \eta^2_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>Sexist</td>
<td>10.688</td>
<td>1</td>
<td>10.688</td>
<td>3.99</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>27.591</td>
<td>1</td>
<td>27.591</td>
<td>13.93</td>
<td>.059</td>
</tr>
<tr>
<td>Females</td>
<td>Sexist</td>
<td>28.580</td>
<td>1</td>
<td>28.580</td>
<td>12.80</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>3.137</td>
<td>1</td>
<td>3.137</td>
<td>1.40</td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>0.058</td>
<td>1</td>
<td>0.058</td>
<td>0.02</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>0.009</td>
<td>1</td>
<td>0.009</td>
<td>0.006</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Males</td>
<td>10.448</td>
<td>1</td>
<td>10.448</td>
<td>5.56</td>
<td>.024</td>
</tr>
<tr>
<td></td>
<td>x Specialist</td>
<td>4.256</td>
<td>1</td>
<td>4.256</td>
<td>1.73</td>
<td>.089</td>
</tr>
</tbody>
</table>

### 4. Discussion

“Swallowing the sweet and spitting out the bitter” is a proverb that summarizes the major findings of this study – an AI’s decisions are easily supported only when such decisions meet...
the moral values people have. This study confirmed the integration of CASA and ELM, which explains different behaviors toward AI in different situations. It is found that people react mindfully to AI when it violates moral ethics. On the other hand, there were mindless reactions toward AI when there was no ethical violation. These results have both theoretical and practical contributions.

4.1. Theoretical contributions

This study primarily used female participants who care more about sexism toward women. It showed that they have significantly more positive perceptions of a specialist AI than the generalist AI only in nonsexist cases. In keeping with the ELM framework, this was because the information is processed through the peripheral route of cognition. In sexist cases, the language triggered the central route and there was no significant difference between perceptions of the specialist AI and the generalist AI. These outcomes support the thesis that the concept of mindlessness in CASA depends on whether the issue is processed through the central route or the peripheral route.

Also, the change of evaluation of the AI recruiter written in news articles based on its expert level shows CASA can explain attributing social rules to AI in the third-person perspective. At the same time, results from regression analyses showed that people with sexist attitudes tend to accept more AI hiring tools and their decisions. The reason is that these populations felt less salience or discomfort from the article, which led to using the peripheral route to process the information. Based on these findings, it can be argued that CASA can be improved with ELM concepts. The limitations of CASA regarding the concept of mindlessness were suggested by a previous study focusing on the level of motivation (Liang et al., 2013); this study suggests that ELM can help solve that limitation. The results support the notion that CASA and ELM enhance their theoretical power when used together, at least in the context of AI. While CASA is widely used in the field of human-computer interaction (HCI), mindlessness has been the only explanation for why people attribute social behaviors to computers and machines. This research attempts to make a theoretical contribution by employing concepts from ELM to explain when mindlessness takes place, and thereby make CASA more relevant. These study results extend the applicability of both CASA and ELM as they are applied to explain perceptions of moral violations of AI, which has not been attempted before. Moreover, this study suggests a potent new application by showing the integrative use of CASA and ELM. With this approach, it is possible to explain why people react differently toward AI performances in different situations.

Finally, the results from analyses of both variables show that the understanding of AI shifts distinctively less than its decisions. While how people think of AI’s decisions shifts depending on situations, how they think of the AI agent itself does not show a significant outcome. A study about the creativity of AI using focus group discussions showed a similar outcome – people see AI-created artworks as art even while thinking that an AI cannot be an artist (Hong, 2018). So, we can expect future disconnects between the perception of AI actors and their actions. Research moving forward should make a clear distinction between the perception of AI agents and their performance. The relationship between AI agents and their decisions would be a meaningful topic for future research.

4.2. Practical implication

The findings that people do not appreciate the expertise of AI when it makes an unacceptable decision also provide practical contributions, particularly the AI industry. Multiple tech companies are building AI that makes decisions on behalf of us, from filtering spams to hiring decisions. Therefore, there are concerns about the loss of moral agency because of AI (Danaher, 2019). Even though people are now relying more on the decisions made by AI, it does not mean that the decisions get accepted unconditionally. This study showed that there is a moral threshold, and any decision breaching it gets rejected. So, the industry should focus on creating AI that makes decisions that are not only logical but also morally understandable. AI will have less credibility regardless of its cognitive performances when its decisions do not seem appropriate. So, companies should acknowledge what expectations people have about AI’s decisions. Not deviating from their moral standards is the key to develop AI that the public can accept successfully.

4.3. Limitations and directions for future research

This study examined how the credibility of AI and its decisions get challenged when there is a moral violation, and it used a case of sexism in hiring processes. There are many other circumstances and types of moral violations, such as racism and disability discrimination. These may have different effects and processes, and so future research should consider other contexts for greater generalizability and for as-yet unknown moderating and mediating variables.

Also, this study focused on unpredicted outcomes, and so, the results are, for the moment, only applicable in that context because the cognitive processes for attributing blame and praise are different (Haupt & Uske, 2012). Based on the findings here, it is hard to predict whether differences between the perception of actors and actions will still exist when an AI generates a predicted outcome, which suggests an interesting avenue for future research. An interesting discovery in this study is that its design ended up being closer to a specialist versus an untrained agent than a specialist versus a generalist AI. The original intention

Table 3. T-test results comparing the understanding of the AI program and its decisions by the specialist AI and the general AI in terms of sexist and nonsexist.

<table>
<thead>
<tr>
<th>Type of AI Program</th>
<th>Specialist M</th>
<th>Specialist SD</th>
<th>Generalist M</th>
<th>Generalist SD</th>
<th>t</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI program</td>
<td>Sextest</td>
<td>4.00</td>
<td>1.57</td>
<td>4.02</td>
<td>-0.05</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>Nonsexist</td>
<td>4.78</td>
<td>1.15</td>
<td>4.31</td>
<td>2.14 *</td>
<td>117</td>
</tr>
<tr>
<td>Decision</td>
<td>Sextest</td>
<td>3.88</td>
<td>1.24</td>
<td>3.89</td>
<td>-0.03</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>Nonsexist</td>
<td>4.83</td>
<td>1.02</td>
<td>4.23</td>
<td>2.95 **</td>
<td>117</td>
</tr>
</tbody>
</table>

* p <.05. ** p <.01.
was to add descriptions of the AI agent as a specialist only, but a pilot study revealed that people tend to think of even a generalist AI as an expert. To create the specialized/generalist contrast, phrases were added to degrade the performance of the AI recruiter. The method used in this study suggests that future research should look at this general/specialized/all-expert dynamic in order to test CASA regarding AI perceptions.

Previous studies that tested CASA have examined a wide range of individuals’ mindless attitudinal responses to computers, ranging from the perceptions of the computer in terms of affiliation and competence (Nass et al., 1995) to the evaluations of the content provided by the television (Nass & Moon, 2000). This study made an additional theoretical contribution to CASA by posturing that consideration should be given to whether people use the central-or peripheral-cognitive route when interacting with computers. While many CASA studies have been conducted under the premise that people will always be mindless when interacting with machines, this study suggests that their interests and attitudes regarding interaction should be taken into account. As AI technologies begin to permeate our daily lives, people are developing strong binary perspectives on it, highlighting the importance of providing reliable information on AI to the public, government agencies, and related industries (Grosz & Stone, 2018). How people perceive and interact with artificial intelligence is crucial for predicting its social influence, and the costs of mindlessness could be severe for individuals, groups and communities. Future research in this vein will have implications both for theory development as well as real social impact. Since AI can produce unethical outcomes based on what data are used for its training and how it is trained, there should be more research regarding the circumstances in which people accept or reject those decisions. In an emerging era of algorithms making decisions on our behalf and with the potential for overreliance on the quality of machines’ decision-making (Sundar & Kim, 2019), this study is evidence that people still have the final decisions in their hands.
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1. Stimulus article
   A. Specialized AI making a sexist decision
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Want to work for L’Oréal? Get ready to chat with a specialized sexist AI bot

---

London (CNN Business) - The internet has revolutionized the workplace over the past three decades. Artificial Intelligence is now poised to do the same, and businesses that don’t capitalize on the technology risk being left behind.

Global tech giants like Amazon (AMZN) have been leading the charge — with algorithms powering personalized shopping recommendations and personal stylists — but businesses of all sizes are now embracing the technology for recruiting and managing their staff.

Among them is L’Oréal (LRLCF). With about a million applicants for roughly 15,000 new positions each year, the cosmetics company is using a specialized AI to streamline hiring.

“We really wanted to save time and focus more on quality, diversity and candidate experience. And AI solutions were — for us — the best way to go faster on these challenges,” said Eva Azzoulay, global vice-president of L’Oréal’s human resources department.

The company uses Hogger, a customized chatbot specifically designed to communicate with job applicants, to save recruiters’ time during the first stage of the process. This specialist chatbot handles routine queries from candidates, and checks details such as availability and visa requirements.

Should candidates make it to the next round, they’re directed to Speaklink, a specialized AI system built for recruiting, scores applicants based on their answers to open-ended interview questions.

**Recruitment using specialized AI**

The level of expertise of the AI is defined by the size of data for training. The AI program was trained to vet applicants by observing patterns in 130,000 resumes submitted to the company over a 10-year period, which is a sufficient size to be deemed as a recruiting specialist according to AI experts.

These scores from the specialized recruiting AI program don’t replace human judgment, said Azzoulay, but they turn up candidates who might not seem like obvious choices because the AI program is fully specialized to perform its role.

**Can AI be sexist?**

However, algorithms may have a stronger gender bias depending on their input data. A recruiting AI algorithm using data from a company that employs only men is more likely to reject women. A report from Reuters showed the L’Oréal’s AI recruiting program taught itself that male candidates were preferable. It specialized on resumes that included the word “women’s,” as in “women’s chess club captain.” And it downgraded graduates of two all-women’s colleges, according to people familiar with the matter. They did not specify the names of the schools.

Caito Howie, Agne Jurkute and Attoe Seo contributed reporting.
B. Specialized AI making a nonsexist decision

Want to work for L’Oreal? Get ready to chat with a specialized AI bot

London (CNN Business) — The internet has revolutionized the workplace over the past three decades. Artificial Intelligence is now poised to do the same, and businesses that don’t capitalize on the technology risk being left behind.

Global tech-giants like Amazon (AMZN) have been leading the charge — with algorithms powering personalized shopping recommendations and personal stylists — but businesses of all sizes are now embracing the technology for recruiting and managing their staff.

Among them is L’Oreal (LRLPF). With about a million applicants for roughly 15,000 new positions each year, the cosmetics company is using a specialized AI to streamline hiring.

“We really wanted to save time and focus more on quality, diversity and candidate experience. And AI solutions were — for us — the best way to go-faster on these challenges,” said Eva Absoly, global vice-president of L’Oreal’s human resources department.

The company uses Mogul, a customized chatbot specifically designed to communicate with job applicants, to save recruiters’ time during the first stages of the process. The specialist robots handle make-up queries from candidates, and check details such as availability and visa requirements.

Should candidates make it to the next round, they’ll encounter Speedlink, a specialized AI system built for recruiting, scoring applicants based on their answers to open-ended interview questions.

Recruitment using specialized AI

The level of expertise of the AI is defined by the size of data for training. The AI program was trained to vet applicants by clustering patterns in 130,000 resumes submitted to the company over a 15-year period, which is a sufficient size to be deemed as a recruiting specialist according to AI experts.

These scores from the specialized recruiting AI program don’t replace human judgment, said Absoly, but they turn up candidates who might not seem like obvious choices because the AI program is fully specialized to perform its role.

Carla Power, Agnes Jimenez, and Alice Sears contributed reporting.
C. Non-specialized AI making a sexist decision

Want to work for L’Oreal? Get ready to chat with an untrained sexist AI bot

London (CNN Business) – The internet has redefined the workplace over the past three decades. Artificial intelligence is now poised to do the same, and businesses that don’t capitalize on the technology risk being left behind.

Global tech giants like Amazon (AMZN) have been leading the charge — with algorithms powering personalized shopping recommendations and personal stylists — but businesses of all sizes are now embracing the technology for recruiting and managing their staff.

Among them is L’Oreal (LO). Within a million applicants for roughly 15,000 new positions each year, the cosmetics company is using a prototype AI to streamline hiring.

“We really wanted to save time and focus more on quality, diversity and candidate experience,” said Azzouz, global vice president of L’Oreal’s human resources department.

The company uses Noggin, a commonly used platform without any recruiting algorithms, to save recruiters’ time during the first stage of the process. It handles routine queries from candidates and checks details such as availability and visa requirements.

Should candidates make it to the next round, the L’Oreal system is among other things without any screening algorithms, assesses applicants based on their answers to open-ended interview questions.

Recruitment using non-specialized AI

The level of expertise of the AI is defined by the size of the data for training. The AI program was trained to vet applicants by observing patterns in less than 100 resumes submitted to the company over a one-year period, which is not enough to make the system specialized for recruiting according to AI experts.

Those scores from the specialized recruiting AI program don’t replace human judgment, said Azouz, because the AI program is not fully developed as an independent decision maker.

Can AI be sexist?

However, algorithms may have a strong gender bias depending on their input data. A recruiting AI algorithm using data from a company that employs only men is more likely to reject women. A report from Reuters showed the L’Oreal’s AI recruiting program taught itself that male candidates were preferable. It generalized responses that included the word “women’s,” as in “women’s chess club captain.” And it downgraded graduates of two all-women’s colleges, according to people familiar with the matter. They did not specify the names of the schools.

Caitlin House, Agne Jurevičaitė and Alex Seers contributed reporting.
D. Non-specialized AI making a nonsexist decision

Want to work for L’Oreal? Get ready to chat with an untrained AI bot

London (CNN Business) — The internet has revolutionized the workplace over the past three decades. Artificial Intelligence is now poised to do the same, and businesses that don’t capitalize on the technology risk being left behind.

Global tech giants like Amazon (AMZN) have been leading the charge — with algorithms powering personalized shopping recommendations and personal stylists — but businesses of all sizes are now embracing the technology for recruiting and managing their staff.

Among them is L’Oreal (LRLCF). With about a million applicants for roughly 11,000 new positions each year, the cosmetics company is using AI to streamline hiring.

"The really wanted to save time and focus more on quality, diversity and candidate experience," said Al Azoulay, global vice-president of L’Oreal’s human resources department.

The company uses Noggin, a commonly used chatbot without any recruiting algorithm, to save recruiters’ time during the first stage of the process. It handles routine queries from candidates, and checks details such as availability and visa requirements.

Should candidates make it to the next round, they’ll encounter Streamlink, a general AI system that among other things without any recruiting algorithm, scores applicants based on their answers to open-ended interview questions.

Recruitment using non-specialized AI

The level of expertise of the AI is defined by the size of data for training. The AI program was trained to vet applicants by observing patterns in less than 150 resumes submitted to the company over a one-year period, which is not enough to make the system specialized for recruiting according to AI experts.

These scores from the specialized recruiting AI program don’t replace human judgment, said Azoulay: because the AI program is not fully developed as an independent decision maker.

Carla Hauer, Agne Jurkute and Alex Sears contributed reporting.