Viral vitriol: Predictors and contagion of online toxicity in World of Tanks
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**ABSTRACT**

Toxic behaviors are pervasive in online games and can be harmful to building a positive online environment. Guided by the social identity model of deindividuation, this study represents one of the first efforts to examine the antecedents of toxicity in team-based online games using longitudinal behavioral data. It fills two important gaps in existing research, by 1) exploring non-verbal and behavioral dimensions of toxicity, and 2) examining team-level in addition to individual-level predictors. Employing a large-scale behavioral dataset from the popular game *World of Tanks*, we found that, in general, experienced and skillful players are more likely to commit toxic behaviors. Teams that are losing, or have a high internal skill disparity among their members tend to breed toxicity. In addition, this study provides empirical evidence that toxicity is contagious among players, especially toxic behaviors in one’s own teams and in clan battles.

Playing video games has become an essential part of digital life for hundreds of millions of people all over the world. 65% of Americans play video games daily and the total US consumer spending on video games reached $43 billion in 2018 (ESA, 2019). Particularly popular are massively multiplayer online games (MMOs) where players can interact with each other through a wide range of actions and relationships, such as friendship, textual/verbal messaging, trading, mentoring, teamwork, and competition.

While opportunities to connect with other players contribute to the enjoyment of games, they also give rise to undesirable behaviors such as trolling, griefing, cyberbullying, flaming, harassment, and cheating, partially due to the anonymous, disinhibiting environment where bad behaviors have minimal consequences (Suler, 2004). Such behaviors reduce the enjoyment of gaming and fracture the community. Even worse, toxicity may have far-reaching impacts beyond games as they shape what the gamer population, especially younger generations, perceive as “normal” conduct, potentially contaminating other spheres, online or off.

The causes and remedies of online toxicity have become important topics for academic and industry research. In non-game spaces, a large stream of research focuses on verbal or textual manifestations of toxicity such as online comments, mostly in political communication contexts (e.g., Gervais, 2017; Rains et al., 2017). Data are often collected through scraping online texts and self-administered surveys. The majority of game toxicity research has also focused on verbal forms of toxicity (e.g., Balci & Salah, 2015), and/or relied on self-reports such as surveys and interviews (e.g., Fox & Tang, 2017; Kou & Nardi, 2013). These descriptive studies provide rich details but may be limited in their accuracy, scale, generalizability, and examination of the situational factors leading to toxicity. One notable exception is the research conducted by Riot Games, the parent company of the popular game *League of Legends*, which experimentally tested various user interface design features to reduce toxicity within *League of Legends*, beyond mere observation of the type and extent of toxicity occurring in the game (Blackburn & Kwak, 2014; Maher, 2016).

Taking advantage of large-scale behavioral data from a popular online game, *World of Tanks* (WoT), the current study aims to explore the antecedents of toxicity at both the individual and collective levels in a team-based, massively multiplayer game context. This study focuses entirely on non-verbal and behavioral dimensions of toxicity, using highly granular and longitudinal data collected unobtrusively from the game servers. This approach enables a close examination of associations between gameplay patterns and toxic behaviors in online games. It recognizes that anti-social behaviors are not solely determined by individual traits. Rather, individuals may become toxic as a result of situational factors such as team dynamics and their exposure to other
1. Theory and hypotheses

1.1. Online toxicity

Toxicity is an ambiguous term. Its designation ranges from “uncivil discourse,” “incivility,” “anti-social behaviors,” “verbal aggression,” and “griefing,” to general “degrading comments.” Uncivil discourse is defined as “claims that are deliberately disrespectful and insulting, or those presented in a hyperbolic nature” (Gervais, 2015, p. 169). While incivility has been operationalized as comments that include profanity, yelling by use of capital letters, and name-calling (Coe, Kenski, & Rains, 2014; Papacharissi, 2004), it can also include “political flaming”, which is generally defined as aggressive communication around politics in online spaces (Graham & Wright, 2015) that tend to attack another’s self-concept rather than the argument or opinion presented (Infante & Wigley, 1986). Researchers have also attempted to define sub-dimensions of incivility as related to the varying definitions of toxicity. Incivility generally consists of insulting language (including but not limited to mean-spirited, disparaging, and vulgar words), overloading of emotional language, and lying or exaggeration (Coe et al., 2014; Gervais, 2015). In most cases, the concept is defined exclusively in the context of online discussion. Most of this literature is focused at the individual level, examining why certain people in certain contexts may engage in toxic behaviors.

However, once we examine group-level predictors, there are more appropriate theoretical frameworks, especially when the concept of “team” becomes more or less salient to the player. The social identity model of deindividuation effects (SIDE) suggests that when people enter an online world, they feel more anonymous and detached from actual life. In turn, they become more likely to conform to group norms, including antisocial ones (Chesney et al., 2009). In a cooperative-competitive game such as World of Tanks, gameplay occurs exclusively between pairs of opposing teams. Some teams (ad hoc or pick-up teams) consist of strangers who have no prior history of interaction, while others are based on preexisting social networks such as clans and guilds. These significant variances in what team means, and when, allow for tests of SIDE effects in different contexts within one game title. In general, the process of deindividuation occurs when communicators’ awareness of own and others’ personal identity is decreased (Matheson & Zanna, 1988). Its effects are influenced by the type of computer-mediated communication and the amount of social presence or social cues available through the medium (Kiesler, Siegel, & McGuire, 1984; Short, Williams, & Christie, 1976). This lack of social cues or decreased social presence may potentially give rise to anti-social behavior. Correspondingly, the introduction of those cues may decrease those same behaviors. To date, most research on online toxicity has focused on analyzing patterns from textual data from online discussions (Coe et al., 2014; Gervais, 2015; Thorson, Vraga, & Ekdale, 2010; Vargo & Hopp, 2017). Although textual analyses provide valuable insights into toxicity, data on online users’ behaviors offers additional insights by capturing what people do, rather than what they say.

1.2. Toxicity in massively multiplayer online games

Massively Multiplayer Online (MMO) games are persistent and immersive online worlds where millions of users engage in gaming activities and interact with other players, often through avatars (Williams, Yee, & Caplan, 2008). MMOS enable players to cooperate and/or compete strategically on a large scale with other players (player-versus-player or “PvP”) or non-playable characters (player-versus-environment or “PvE”) with several affordances that enable interpersonal communication, relationships, and virtual communities (Shen, 2014). Of the most frequent gamers, 56% play multiplayer games, spending on average 7 h per week with friends and strangers online (ESA, 2019).

Similar to other online spaces, MMOS are not free of toxicity. Due to anonymity, players form impressions of others based on minimal social cues often surmised from voice/text team chat and/or visual representations, such as avatar gender, race, weight, and clothing choices (Lea, Spears, & de Groot, 2001). The over-attrition of these minimal cues produces exaggerated and stereotyped positive or negative impressions of communication partners (Hancock & Dunham, 2001). These exaggerated evaluations of others from minimal cues can foster identification with group norms, which can be both pro- or anti-social. The present research focuses on the latter, and thus the potential for deindividuation to lead to further alienation, targeting, and the use of toxic behaviors towards others. Of particular importance is the question of whether and when group identification will or will not be activated. Out-group hostility and in-group liking are well-studied concepts (e.g., de Zavala, 2011), but in dynamic online environments the “group” can be more or less salient as the context around the players shifts. Players playing on a temporary team compared to a more long-term one will likely place a different emphasis on the cues present. But before acknowledging the team- and cue-based predictors, we examine the existing literature on gaming toxicity, and on individual-level differences.

1.3. Antecedents of toxicity

Studies of factors leading to online toxicity have mainly focused on text-based exchanges, including political forums and social network sites, relying on participants’ self-reported survey data or textual data. For example, frequency of leaving comments was negatively associated with the amount of incivility on a news website (Coe et al., 2014) and Twitter users with lower socioeconomic background or education were more likely to express incivility in their Tweets (Vargo & Hopp, 2017). Another study found that users tended to use more incivility when they were dealing with harsher responses from the community and that irrelevant posts were more likely to contain toxicity (Cheng et al., 2017).

1.4. Individual-level predictors in MMOS

Several studies have examined incivility within online multiplayer gaming environments and the variables that predict toxicity. A prevailing form of toxicity in games is bullying, defined as repeated unpleasant behavior that is intended to harm the victim (Olweus & Limber, 2010). Researchers have pinpointed that a power difference between the actor and target, regardless of whether it is real or perceived, makes the victim more vulnerable to bullying (Ballard & Welch, 2017). In online games, there are a variety of cues that suggest the status of one player to another, such as ranks and achievement levels of a user, the amount of time a user has invested in the game, or the amount of monetary investment a gamer has made. Empirical research confirms that power differences among players is associated with toxic behavior. A self-administered survey on MMO players found that gamers’ dominance and power (as manifested in game rank) was the most significant predictor for cyberbullying other gamers (Ballard & Welch, 2017). Following this line of research, our study attempts to explore whether players’ gameplay characteristics and their toxicity are related.

RQ: What kind of players are more likely to engage in toxic behaviors?

1.5. Team-level predictors in MMOS

The predictive power of individual traits on toxicity is rather limited, however. The studies conducted by Riot Games on a hugely popular title, League of Legends, show that the majority of toxicity comes from occasional offenses committed by normal players, rather than consistent offenders (Mahe, 2016). Machine learning models also reveal that the opponent team’s success is the most important predictor of toxicity (Blackburn & Kwak, 2014). These studies support the importance of...
team-level effects in triggering negative behavior.

At the team level, toxicity can arise along with the amount of stress and frustration players experience as a team. Studies have found that acute stress is negatively associated with the information processing capacity of the team, leading to suboptimal team performance (Ellis, 2006). One significant source of team stress and frustration comes from outside threat, defined as “an environmental event that has impending negative or harmful consequences for the entity” (Staw, Sandelands, & Dutton, 1981, p. 502). In competitive game environments, fighting against the enemy team places considerable pressure on a team to perform at a standard equal to or above the enemy team because losing the battle incurs a nontrivial loss of time, resources, and status for every team member (Johnson, Nacke, & Wyeth, 2015).

While matchmaking algorithms in MMOs strive to facilitate “fair” matches where both teams have an equal probability of victory (Shores et al., 2014), this does not always occur in practice. Some skill discrepancy between the two teams can still exist, giving one team an advantage over the other. In game systems with no matchmaking mechanisms, tensions are even more likely, as teams assembled and matched at random can face significant skill disadvantages. Ethnographic accounts show that toxicity typically surfaces when a team is losing (Kou & Nardi, 2013; Märtens et al., 2015, pp. 1–6), or when expectations for performance are not met (Johnson et al., 2015). This can lead to the shaming and blaming of one or more team members for perceived poor performance. Initially, minor offenses such as flaming could quickly be reciprocated and escalate into more intense toxic behaviors (Kou & Nardi, 2013). By contrast, teams with skill advantages are presumed to perform better and are more likely to have a relaxed mood, a positive climate and lower levels of toxicity (Neto, Yokoyama, & Becker, 2017). Therefore, we hypothesize:

**H1.** Toxic behaviors are negatively associated with a team’s skill advantage over the opponent team such that teams with a greater skill advantage display less toxicity.

While it may be frustrating for players when their own teams are not performing well against the enemy team, skill disparity among one’s own team may also increase the level of stress. By design, competitive team-based MMOs have an intricate division of labor among various character roles and classes. A successful team not only depends on the overall team skill level, but also the even distribution of such skills among team members, a requirement seldomly met in reality (Vella et al., 2016). Team imbalance in skills and experience may result in poor coordination and performance. For instance, gamers with better skills must put more effort to compensate for the deficit caused by the inexperienced team members. Skill and experience disparity may also cause misunderstandings among team members when they must act and react collaboratively, leading to conflict and hostility toward lower-status members.

Another potential explanatory mechanism is the black sheep effect, which asserts that groups expect members to contribute to the accomplishment of collective group goals (Pinto et al., 2010). When those expectations for normative behavior are met, in-group members upgrade their appraisals of that in-group member. When expectations for normative group behavior or performance are not met, in-group members will lower their appraisals of that in-group member (Marques, Abrams, & Soródio, 2001). This exaggerated evaluation based on skill and perceived performance (or lack thereof) of another in-group teammate, as well as the discrepancy of skill amongst team members may lead to toxic reactions. This leads us to hypothesize:

**H2.** Toxic behaviors are positively associated with skill disparity among a member’s in-group teammates.

### 1.6. Team-based predictors of toxicity

Another important predictor of toxicity may stem from the nature of the team. SIDE theory suggests that text-only communication is generally bereft of cues, and that without more information individuals do not identify others as individuals themselves (Walther, 2006). As will be demonstrated below, *World of Tanks* features both forms of group formation and communication—one mode with only text and another which encourages audio communication. These modes correspond to typical competitive game environments, which generally support two types of teams. First, ad hoc or pick-up teams are created by game algorithms with strangers who have little prior history of interaction. These players use only text-based communication and cues. Second, players may form teams based upon pre-existing social structures, such as friend lists, guilds or clans, which facilitate the organization and coordination of teams with players who are already connected to each other online and/or offline. These teams typically play with audio communication, and so have far more cues. These two team types differ fundamentally in ways that could influence the calculation of cost and benefits associated with in-game actions. Prior experimental research among gamers has shown that adding voice and its cues to a team can insulate players from negative social outcomes (Williams, Caplan, & Xiong, 2007).

There are of course other theoretical mechanisms to predict poor behavior that pre-date online group research. Classic game theory presents social dilemmas such as the “tragedy of the commons” or “prisoner’s dilemma” where rational individuals can benefit more if they defect, instead of cooperate, in group efforts (Axelrod & Hamilton, 1981). When it is guaranteed that two parties will never see each other again, selfish defection should be the unavoidable ultimate outcome. An empirical study shows that cooperative behavior among individuals is increased when future interaction is expected and frequency of contact is anticipated to increase (Heide & Miner, 1992). In other words, individuals who anticipate no future interaction with the same partner will more likely to “defect” rather than “cooperate”, eventually resulting in an all-defect population. This phenomenon can explain anti-social behaviors online, as there are limited social cues, little or no prior history of interaction and no expectation of future interactions. There is no “shadow of the future” (Axelrod & Hamilton, 1981), and so no social cost for defecting from good behavioral norms, such as being shunned by friends and guilds. If, by contrast, players anticipate future interactions, they are more likely to cooperate and behave prosocially (Van Lange, Klapwijk, & Van Munster, 2011). Therefore:

**H3.** Toxic behaviors are more likely to occur in battles with strangers than those with friends.

#### 1.7. Contagion of toxicity

In online settings, the affordance of anonymity deindividuates players and reduces their accountability, increasing their susceptibility to being influenced to act anti-socially (Lea et al., 2001). Social contagion describes the process in which information, social norms, diseases, and collective behaviors propagate through contacts in social networks (Christakis & Fowler, 2009). Two contagion mechanisms, group norms and emotional contagion, are particularly relevant for the diffusion of toxic behaviors, which can be risky and controversial for the perpetrator.

The first mechanism is the establishment of group norms that anti-social behaviors are in fact acceptable. According to Social Cognitive Theory (SCT), individuals develop mental models about the rules that govern which behaviors are desirable and which are not by viewing others’ behaviors (Bandura, 1994). Behaviors that are shown as having positive consequences are more likely to be modeloed by viewers, whereas behaviors with negative consequences are avoided (Bandura, 1994). This modeling can be problematic when anti-social online behaviors do not receive negative consequences and become increasingly normalized. Toxic behaviors are viewed as common occurrences, “a part of life in the world of modern multiplayer games” (Blackburn & Kwak, 2007).
2014, p. 877), with such behaviors considered amusing or annoying by players. In a survey study, most gamers did not have a problem with flaming, which was considered normative communication by gamers with a longer playing history compared to novices (Elliott, 2012). This normalization of toxicity is potentially exacerbated by the notion that virtual spaces are not real, in which interactions within them do not have a “real” impact (Fox & Tang, 2017) and thus subsequent in-game behaviors are inconsequential. When a player acts independently according to their own self-interest with abusive and toxic behaviors rather than cooperating for the good of the group, and others see and emulate this norm. Through repeated exposure and replication, the toxic norm is collectively reinforced, thereby harming overall gameplay and the community.

The second mechanism is emotional contagion, a well-established process in online social networks (Kramer, Guillory, & Hancock, 2014). The influence to act anti-socially has been shown to be contagious and spread, much like other instances of emotional contagion that infuse groups with more positive or negative moods which can influence cognition, behaviors, and attitudes (Barsade, 2002). For example, a study on trolling found that both a negative mood and exposure to troll posts significantly increased the probability of a user trolling (Cheng et al., 2017). Therefore we hypothesize:

**H4.** Toxic behaviors are contagious.

Studies have shown that toxic behaviors in games typically occur when a team is losing and one or more players blame and blame another player for perceived poor performance (Kou & Nardi, 2013; Märtens et al., 2015, pp. 1–6). Even if flaming occurs between only two players, it can upset everyone on the team. This inevitably leads to less cooperation and worse performance when the team is unmotivated and no longer in the mood to play (Kou & Nardi, 2013). While it may be normalized and not considered or viewed as disruptive, toxic behavior hurts the in-group team more than out-group enemy team.

Research suggests that incivility when targeting one’s in-group generates anger and that exposure to disagreeable incivility induces feelings of anger and aversion, reduction of satisfaction and increased incivility (Gervais, 2015, 2017). Neto et al. (2017) found that teammates of the toxic player are more affected by the antisocial behavior than the opponent team and that opponent groups are less vulnerable to contamination. This is in part due to the greater number of in-group communication channels than outgroup channels at the perpetrators’ disposal. Indeed, in WoT, players can only chat in real time with their own team. Perpetrators are more likely to diffuse anti-social behaviors through verbal and nonverbal communication channels within their own team rather than the opponents’ teams. Therefore.

**H5.** Toxic behavior is more likely to spread within the perpetrator’s own in-group team than to or from the opponent team.

Finally, as mentioned previously, the shadow of future interaction could potentially influence the likelihood of toxicity contagion (Van Lange et al., 2011). Playing with already known friends cooperatively leads to improved team and individual performance, possibly due to greater assistance and less instances of betrayal (Mason & Clauzet, 2013). By contrast, teams made up of strangers who assume they will never play together again can exacerbate the detrimental consequences of anonymity and the normativity of toxicity (Shores et al., 2014). As previously explained by SIDE theory, when shrouded in anonymity and playing with strangers compared to members of a clan or friends, one may deindividuate and target another teammate based off minimal cues acquired in an interaction, thus becoming more likely to engage in disinhibited toxic behaviors. Therefore.

**H6.** Toxic behavior is more likely to spread in battles with strangers than those with friends.

### 2. Methods

#### 2.1. World of Tanks

We situate our study of toxic behaviors in the game World of Tanks (WoT), classified as an MMO. It can be characterized as a hard-core, team-based player-versus-player game in which individuals drive a tank in a bounded first-person environment, similar to a shooter game. Gameplay mainly revolves around matches between two teams. In each separate 15-min match (called a battle), players use a single tank, while players’ overall profiles reflect an accumulation of these matches. Tanks are of different tiers, ranging from one to ten, with increasing power and toughness. Tanks are also of different types (e.g., light or heavy), roughly analogous to the different roles seen in shooter or team-battle games. These tanks are unlocked through play or can be purchased with real money. Through a matching algorithm, matches pit players against another team by balancing tank tiers as well as the different tank types. A critical difference between WoT and similar games is that it does not balance teams by skill. Thus, the potential for imbalanced matches, and the frustration they create, is relatively high.

In the most common game format, called “random battle,” players are chosen by the game algorithm to be on one of two teams. Because of the automatic team assignment process, players do not have prior interactions, and do not expect future interactions with others they encounter in random battles. The random battle mode is analogous to “pick up” or ad hoc teams found in other MMOs. Analogous to other online games, players can join larger, more permanent groups called “clans,” complete with rosters, ranks, and the usual trappings found in MMOs and other team-based games (Williams et al., 2006). Clans therefore represent semi-permanent social structures which provide a stable backdrop for many in-game activities. More advanced players will join clan-based matches where the team sizes can be 7-, 10- or 15-players, and where the tank tiers are fixed at the higher levels. An in-game chat and voice system helps coordinate team actions, but is less common in random battles than in clan-based battles.

#### 2.2. Data

Data were supplied by the game’s publisher, Wargaming.net, and consisted of behavioral data from the game’s server for players in North and South America from March 1 to March 31, 2018. The behavioral data included two tables. The first table contained time-stamped information on the more than 1.3 million battles (excluding battles for training purposes) fought during the 31-day period. It included the type of the battle, the length of the battle, the result of the battle (a team may win, lose or tie), the members of both teams, the skill level of each member at the time of battle, the type and level of tanks used in the battle, etc. The second table recorded time-stamped information on player-reported toxicity incidents. It included the ID of the reporter and the accused perpetrator, the type of toxicity incident, the ID of the team, and the battle where the toxic behavior occurred.

#### 2.3. Measures

**Toxicity.** WoT provides two ways to report toxic behavior. The first and most common way is through an automatic reporting system during battles. Anyone can report others during a battle and specify the type of toxic behavior committed by the player. The server database automatically captures the battle identifier, the perpetrator’s ID, the reporting player’s ID, and the type of toxic behavior. The second way of reporting is through a customer service complaint after the battle is completed. Like the automatic system, the customer service ticket system records the reporter and perpetrator’s game ID. However, given that reports

---

individual level (H4-6). An individual is considered toxic if s/he was reported at least once during the 30-day study period. A team is toxicity (toxic player has played, battle results, tank level, damage dealt, and other incidents regardless of type. We created a dummy variable to capture provided by
sive nickname (4%). Because some of these categories are rather vague (41%), inaction/bot (41%), inappropriate behavior (14%), and offen
happened after battles are completed, the toxic behavior was not readily linked to any battle ID, so we could not identify the specific people and team involved, other than the reporter and the perpetrator. Being reported as toxic is costly to the player, as five reports will result in a suspension of the account.
When reporting a toxic incident through either automatic reporting or a customer service ticket, the reporter must identify the type of toxicity incident out of the four categories: unsportsmanlike conduct (41%), inaction/bot (41%), inappropriate behavior (14%), and offensive nickname (4%). Because some of these categories are rather vague (e.g., inappropriate behavior) and no explicit explanations were provided by WoT, we decided to conduct our analysis at the level of toxicity incidents regardless of type. We created a dummy variable to capture toxicity (toxic = 1, non-toxic = 0) at the team level (H1-3) as well as the individual level (H4-6). An individual is considered toxic if s/he was reported at least once during the 30-day study period. A team is considered toxic if any player within the team was reported at least once during the battle.
Player skill. WoT utilizes a specific algorithm to measure player skill, called Player Rating (PR), which considers the number of battles a player has played, battle results, tank level, damage dealt, and other measures of in-game performance. One’s PR can increase or decrease depending on the battle result. As a skill metric, PR is visible to every player outside of the match. We measured the individual PR as well as the average team PR by taking the mean of every team members’ PR at the time of the battle. This measure was normalized before analysis.
Team skill advantage over opponent team. The extent to which two teams are well-matched regarding skills was measured through the difference of average team member PRs. We first calculated the team PR by averaging every member’s PR, then subtracted the enemy team’s PR from the focal team’s PR. The larger the metric, the better one’s own team’s average skill in relation to enemy team’s average skill. This measure was normalized before analysis.
Inggroup team skill disparity. Player skill imbalance within a team was measured by taking the standard deviation of all team members’ PRs at the time of battle. A large standard deviation indicates that members’ skills are rather unevenly distributed in the team. This measure was normalized before analysis.

### Table 1

Descriptive statistics of major study variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual players</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior battle count</td>
<td>8925</td>
<td>11584.6</td>
</tr>
<tr>
<td>Prior skill</td>
<td>3035</td>
<td>2270.08</td>
</tr>
<tr>
<td>Battle count during observation</td>
<td>156.2</td>
<td>254.21</td>
</tr>
<tr>
<td>Average days in clan</td>
<td>166.8</td>
<td>402.13</td>
</tr>
<tr>
<td>Average tank level</td>
<td>5.51</td>
<td>2.27</td>
</tr>
<tr>
<td>Toxic (yes – 1)</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Reported others (yes – 1)</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>Teams (size = 15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average team skill</td>
<td>4227</td>
<td>1051.6</td>
</tr>
<tr>
<td>Team skill advantage over opponent team</td>
<td>0.09</td>
<td>617.55</td>
</tr>
<tr>
<td>Ingroup team skill disparity</td>
<td>1602.8</td>
<td>350.38</td>
</tr>
<tr>
<td>Battle time (seconds)</td>
<td>386</td>
<td>129.88</td>
</tr>
</tbody>
</table>

### Table 2

Welch’s t-test comparing toxic and non-toxic players.

<table>
<thead>
<tr>
<th></th>
<th>Toxic</th>
<th>Non-toxic</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior battle count</td>
<td>16152.24</td>
<td>7588.97</td>
<td>78,389</td>
<td>137.34</td>
<td>***</td>
</tr>
<tr>
<td>Prior skill</td>
<td>4399.18</td>
<td>2898.43</td>
<td>99,926</td>
<td>155.7</td>
<td>***</td>
</tr>
<tr>
<td>Battle count during observation</td>
<td>377.84</td>
<td>104.73</td>
<td>72,909</td>
<td>193.15</td>
<td>***</td>
</tr>
<tr>
<td>Average tank level</td>
<td>6.79</td>
<td>5.42</td>
<td>139,210</td>
<td>170.77</td>
<td>***</td>
</tr>
<tr>
<td>Reported others (yes – 1)</td>
<td>0.73</td>
<td>0.28</td>
<td>99,581</td>
<td>218.19</td>
<td>***</td>
</tr>
<tr>
<td>Average days in clan</td>
<td>226.13</td>
<td>163.85</td>
<td>93,225</td>
<td>31.5</td>
<td>***</td>
</tr>
</tbody>
</table>

Note. ***p < 0.001.

2 The precise numbers of active players were removed to protect Wargaming’s business interest.
at least one reported toxic behavior within the team during the battle. The independent variables included team skill advantage over opponent team (H1), ingroup team skill disparity (H2), and whether the battle was a random battle versus a clan battle (H3). We also included two control variables—average team skill and battle time. Because every battle involved two teams, we controlled for battle-level effect using robust standard errors through the rms R package (Harrell, 2018).

Results showed that both control variables were positive and significant as expected, suggesting that the more skilled the team was on average (OR = 1.16, \( p < 0.001 \)), and the longer the battle was (OR = 1.36, \( p < 0.001 \)), the more likely toxic behaviors were to emerge in the team.

H1 predicted that toxic behaviors are less likely to happen in teams where the players’ own team held a skill advantage than the enemy team. This hypothesis was supported. Team skill advantage (own team PR minus opponent team PR) had a negative and significant effect on the likelihood of team toxicity in battles (OR = 0.91, \( p < 0.001 \)).

H2 predicted that toxic behaviors are more likely to happen in teams where members’ skills are unevenly distributed. This hypothesis was also supported, as the standard deviation of team PR increases the odds of toxic behavior within the team (OR = 1.01, \( p < 0.001 \)).

H3 predicted that toxic behaviors are more likely to emerge in random battles rather than clan-based battles. This hypothesis received strong support, as toxicity was 11.50 times (\( p < 0.001 \)) more likely to emerge in random battles than clan battles, when controlling for other factors.

### 3.2. Contagion of toxicity

To test Hypotheses 4–6 about the contagion of toxicity, we employed event history analysis to estimate the effects of various factors on the spread of toxic behaviors within the game. In event history analysis, the outcome variable is the likelihood (hazard) of the occurrence of a particular life event, such as death, at time \( t \), given that the event has not occurred before \( t \). Here, the event of interest was a player becoming toxic for the first time during the study period, and the time unit was one day.

The dataset was aggregated and arranged at the player-day level, with each row representing a player’s exposure to toxic behavior during a particular day. Every player has a maximum of 31 observations (days) if the player was never reported as toxic during the study period, or as many observations as the first day when the player turned toxic (e.g., if the player turned toxic on day 5, then there were 5 observations). Independent variables include a player’s total exposure to toxic behaviors in battles (regardless of team in which the toxic behavior occurred), which was also further broken down into exposure from toxicity in their own team and toxicity in opponent team, as well as exposure from random battles and clan battles. We also controlled for the player’s prior battle count and skill before the observation period, as well as the number of battles played for each day in the period. The independent variables were time-varying, while the control variables (except battle count each day) were time-independent (Table 4).

All control variables were positive and significant, as we expected. The battles played in the past (Coef. = 0.193, \( p < 0.001 \)), player’s skill (Coef. = 0.469, \( p < 0.001 \)), and the battles a player played during that day (Coef. = 0.110, \( p < 0.001 \)) all contributed positively to the hazard that player turned toxic on that day.

H4 predicted that toxic behavior is contagious. This hypothesis was supported, as the total exposure to toxicity had a significant and positive effect on the hazard of becoming toxic (Coef. = 0.039, \( p < 0.001 \)). Exposure to one more toxic incident was associated with a 3.98% (exp(0.039) = 1.0398) increase of the hazard ratio for a player to turn toxic themselves.

H5 predicted that toxic behaviors are more likely to spread in the ingroup team than the opponent team. The results from Model 2 showed that both in-group exposure and out-group exposure were significantly
and positively associated with contagion. Exposure to opponent team toxicity (Coeff. = 0.09, \( p < 0.001 \)) actually had a stronger impact than in-group toxicity on contagion (Coeff. = 0.03, \( p < 0.001 \)). The difference between these two coefficients is significant (\( p < 0.001 \)).\(^4\) Thus, the hypothesis was not supported.

H6 predicted that toxic behavior from random battles are more contagious than those from friends. The hypothesis was not supported. The results from Model 3 showed that toxicity was contagious in both random battles (Coeff. = 0.039, \( p < 0.001 \)) and clan battles (Coeff. = 0.197, \( p < 0.001 \)), but the effect from exposure in clan battles was five times stronger than that from random battles (\( p < 0.001 \)). Thus, H6 was not supported. Fig. 2 shows the hazard ratio of a player becoming toxic over time, differentiated by exposure to toxicity in various team contexts.

4. Discussion

Toxic behaviors are pervasive in online games, and can be harmful to building a positive online environment. Guided by the SIDE model and classical theories of group behaviors, this study represents one of the first systematic efforts to examine the antecedents of toxicity in team-based online games using longitudinal behavioral data directly obtained from the game server. It fills two important gaps in the existing research, by 1) exploring non-verbal and behavioral dimensions of toxicity, and 2) examining team-level predictors in conjunction with individual characteristics. Employing a large-scale behavioral dataset from the popular online game WoT, we found that, in general, experienced and skillful players are more likely to commit toxic behaviors. Teams that are losing or have a high internal skill disparity among their members tend to breed toxicity. In addition, this study provides empirical evidence that toxicity is contagious among players, especially toxic behaviors in one’s own teams and in clan battles.

4.1. Veterans are more toxic than newbies

Regarding the individual characteristics associated with toxic players, results suggest that veteran gamers who are more experienced, more skilled, and spend more time in clans are more likely to be offenders. All these status characteristics require significant time investment from the players and also indicate a comprehensive socialization process preceding these offenses. This finding is consistent with previous toxicity studies in games (Ballard & Welch, 2017; Chesney et al., 2009). As SIDE predicts, when only given text-based cues, the other players on one’s team are not seen as real individuals. So, the inhibitions from behaving poorly towards them are very low.

There are other mechanisms that may also explain why veterans are more toxic than newbies. First, past cyberbullying research generally points to a status or rank differential between the perpetrator and the victim (Ballard & Welch, 2017; Olweus & Limber, 2010). Consistent with that research, a more experienced and skillful gamer may feel a sense of superiority over low-ranked gamers and such status advantage may trigger toxic behavior. Additionally, given the need for agile team coordination in a fast-paced game with a steep learning curve, highly experienced players are often impatient towards newbie teammates who may inadvertently jeopardize the team’s success due to their lack of experience. When surviving newbies reach higher levels, they, too, are likely to feel the same sentiment towards less experienced players. This mechanism implies that there are specific victims of such toxic behavior, however our dataset only provided information on the perpetrators, not the victims. We could not verify whether the status differential was indeed one of the triggers of toxicity.

The second explanation lies in a social contagion process. After playing for a longer period of time, gaining more experience through battles, and having more opportunities for social interactions, players are more likely to be exposed to other gamers’ toxic behaviors. Contagion of toxic behaviors may happen through the establishment of group norms (Bandura, 1994) as players observe the forms and scale of toxic behaviors and gradually accept them as a “normal” component of online gaming – as well as the emotional contagion of moods that negatively impact cognition, behaviors, and attitudes (Barsade, 2002). This contagion process was confirmed, as our survival analysis showed a positive and significant association between exposure to toxicity and the hazard of becoming toxic oneself.

The third and related explanation recognizes that the current study focused on player-reported, rather than objective, toxic behaviors. It is possible that newbies are just as toxic as more experienced players, but veterans are more likely to get reported, possibly due to more competitive gameplay and a less tolerant environment as players level up. Indeed, our analysis showed a significant reciprocity with regard to reporting — those who were reportedly toxic were also more likely to report others, which attests to a highly vengeful, tit-for-tat dynamic in WoT. Yet, given the self-reported nature of the toxicity data, this study could not verify whether reported incidents align proportionally with actual incidents across the player lifecycle.

4.2. Context matters

One important finding of this study is that various contextual factors are also associated with toxicity, beyond individual characteristics. Here, we tested two intertwined contextual variables: outside threat and player stress/frustration. When one’s own team is losing (measured by an average skill disadvantage to the opponent team), a gamer is likely to experience negative affect such as frustration and anger. The player’s specific appraisal of the situation leads to hostile and toxic behaviors. On the contrary, when one’s team is winning, the gamer is likely to experience positive affect and have a more positive outlook of the situation.

Toxicity is in turn less likely to occur. Similarly, when the skill level is unevenly distributed within a team, coordination failures and in-group conflicts happen more frequently. Both increase the level of stress and frustration, evoking more toxicity.

Our findings also show that gamers exhibited toxicity significantly more when the battles were convened randomly. When there is little anticipation of future interactions, a self-interested individual may defect because doing so incurs minimal social cost. This phenomenon is exacerbated by online deindividuation, which makes gamers more likely
to dehumanize other players. Unless intended and planned, efforts to improve teamwork are limited by time constraints in random matches. As this pattern persists, gamers will be “contaminated” by toxicity and more gamers will become toxic.

4.3. Toxicity is contagious

We found that exposure to toxicity is associated with becoming toxic oneself. This may partially explain our earlier finding that more experienced and skilled players are also more likely to adopt toxic behaviors. As such, the pervasive normativity of toxic behaviors is reinforced by the more experiences players accumulate. This is also consistent with SIDE theory in that in cue-poor environments like the anonymous battles, players not only don’t see other players as real people, but they also are more likely to adopt group norms. Observing toxic behavior is therefore likely to create a sense of social proof that is more likely to be acted upon than in a corresponding offline context: toxicity is normal and acceptable here, so I should engage in it as well. These findings carry implications not only in the context of WoT, but potentially for many other MMOs and online spaces, as the more time a player dedicates, the more they are at risk for toxic behaviors and “contaminating” other players. Such a trend is difficult to reverse, as research suggests that negative events and behaviors produce larger contagion effects than positive events and behaviors (Rozin & Royzman, 2001). This creates a vicious cycle in which those who play more often and are highly skilled become toxic and contaminate the community, disincentivizing new players and/or contributing to the spread of toxicity with repeated exposure that affects the entire game community as a whole.

We further broke down total exposure to toxicity into exposure from in-group and opponent teams, as well as exposure from random battles and clan battles. All these categories contributed significantly to contagion, but the effect sizes varied. Contrary to our expectation, exposure to an enemy team’s toxicity had a stronger effect on contagion compared to an in-group’s team toxicity. This could potentially be explained by a tit-for-tat reaction to bad behaviors by the opponent team. Still, as mentioned previously, the current study lacks information on the target of any toxic behavior, only the behavior itself, so we could not ascertain whether the motivation to “get even” at the perpetrators was indeed the underlying mechanism. More fine-grained data, with information on the type of toxic offense and the specific victims, is needed to further investigate how in-group team and opponent team toxicity may differ in their spreadability. Our last hypothesis that toxicity is more likely to spread when playing with strangers (random pick-up and clan battles) was also not supported. Interestingly, toxicity was more contagious in clan battles in comparison to random battles, even though toxicity was much less likely to happen in clan battles than random battles. In other words, friends are much more civil when playing with each other, but when toxicity does occur, it can set up a firestorm. This could be due to social learning in which deviant or toxic behaviors are more likely to be reinforced and imitated when playing with friends (Shores et al., 2014). If friends or clan members further reinforce the normativity of toxicity, these behaviors would be more pervasive and contagious than when playing with strangers in which norms are not as salient due to a less cohesive group identity (Lea et al., 2001).

4.4. Curbing toxicity

Taken together, the current study demonstrates that toxicity becomes more prevalent as players level up, is more likely to occur in teams under stress, and is contagious. These findings echo recent observational and experimental work on trolling behaviors in discussion communities, which shows that, contrary to the belief that trolls are born, not made, deviant behaviors are better explained by mood and discussion context rather than innate factors (Cheng et al., 2017). Given that online games are an integral part of digital life for millions of people, toxicity in the gaming domain, if left unchecked, could potentially define what we perceive as “normal” online behavior. This perception could well permeate to other non-game online spaces, gaining momentum as negativity begets negativity. How to curb the downward spiral, therefore, remains an imperative question for practitioners and policymakers.

Fortunately, learning the situational factors of toxicity suggests potential practical measures to minimize it. First, because SIDE theory suggests a cue-poor environment is more likely to lead to these behaviors, there is a strong incentive to increase those cues either in the random battles, or by incentivizing more clan formation and membership. As the findings here suggest, clans are far less likely to create toxicity so more time spent in them is likely to reduce toxicity overall. Second, reducing players’ stress and frustration could mitigate toxic behavior induced by negative affect. Although competitive gameplay always has winners and losers, the team matching algorithms can be better designed to ensure team skills are evenly matched so that teams do not lose due to an unfair disadvantage. Third, an automatic toxicity detection function to identify uncivil messages could work in conjunction with a selective message filtering system that either delays or mutes uncivil messages during battle. Players may also be subject to a temporary messaging limit or freeze when a flame war is about to happen. These measures aim to defuse the tension when small offenses are about to escalate into more severe toxic behaviors. Additionally, it pays dividends to promote civil behaviors and highlight the sanctions of toxicity, especially early on when players just start the game, as newer members are more likely to adopt and uphold what they perceive as community norms than veterans with entrenched beliefs.

4.5. Limitations and future research

This study has a number of limitations. First and foremost, our study relied on player-reported toxicity rather than behaviorally identified toxicity. A study using toxicity reporting data from League of Legends showed that most players did not report toxicity despite exposure to it, so overall toxicity was underreported (Kwak, Blackburn, & Han, 2015). Therefore, the toxicity data in the current study are rather conservative estimates of reality. It is also possible that reported toxicity incidents were systematically different from unreported toxicity due to selection bias. A promising future research direction is to develop and validate a behavioral measure of toxicity independent from player reports. Still, a big challenge lies in the generalizability of such a measure, as it may rely heavily on the genre and gameplay mechanisms of specific game titles.

Second, due to the nature of the reporting system, we did not know whether these toxic behaviors were targeted to specific victim(s), the in-group, the opponent group, or nobody in particular. As characteristics of the victim(s) are critical to understanding the various antisocial behaviors, we were unable to pinpoint specific mechanisms of toxicity. Instead, this study discusses toxicity in broad strokes, describes the individual and team level predictors, and conjectures about potential mechanisms. Further research is warranted to unpack different categories of toxic behavior in games and test theoretical mechanisms underlining each category.

Additionally, our behavioral dataset is limited in various ways. WoT is known for its steep learning curve and hardcore gameplay culture, which may have contributed to the prevalence of toxicity. The dataset did not include chat records, which could shed light on verbal toxicity in conjunction with behavioral toxicity. The timespan of our dataset is limited to one month. Although we conducted a longitudinal survival analysis, the dataset captured neither players’ exposure to toxic behaviors outside of the observation period, nor player retention dynamics after the observation. All these limitations call for replication studies using longer and more complete sets of behavioral data from various other game worlds.
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