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When did we realize our research was going to be a little different? Was it the time when one potential research subject said to another, “Cry more noob!” or the time we were accused of running a pyramid scam? Maybe it was when lawyers shut one study down. Or perhaps it was the time when our colleagues walking by gave us the Uh huh, sure you’re doing research look for the fourth time. We knew going into the work that this was “brave new world” territory, but not exactly how brave or how new. In this chapter, we will share our experiences and lessons learned. We will walk through the process and pitfalls of conducting systematic online research with that most difficult of quarry: the anonymous online gamer. And although our methods had to evolve with a changing world, we sought at every step to retain and translate all of the social science requirements that make a study valid and generalizable—to let rigor duke it out with messy reality.
The studies from which we draw these notes took place from 2002 to 2007 and all involved a type of online game known as a massively multiplayer online game, or “MMO” for short. If you have not seen one, imagine a table top Dungeons and Dragons session taking place online—with several thousand people all over the world. Millions of players now populate these games, spending about 24 hours a week online with each other rather than in front of a TV (Yee, 2006). That bizarre milieu of orcs, elves, accountants, housewives, and broadband connections is our workplace. 

We have conducted three major studies and use these as source material in this chapter, with each generating a large data set that led (or is in the process of leading) to publications in peer-reviewed journals. The first study came from Williams’ dissertation, and involved the MMO Asheron’s Call 2. Despite the several ups and downs to be retold here, that effort was productive 
 ADDIN EN.CITE 
(Williams, 2002, 2003, 2006a, 2006b, 2006c, 2006d; Williams & Skoric, 2005)
. The second study was a two-part test of World of Warcraft users (Williams, Caplan, & Xiong, in press; Williams et al., 2006), and the third study is an ongoing effort with Sony Online Entertainment that we cannot talk about completely because of non-disclosure agreements (NDAs). No worries. We did not know what an NDA was in the beginning either (it is a legal document that limits what you can say to people not associated with the project or company).

So let us start at the very beginning. Let us say you are an aspiring graduate student or junior faculty member ready to jump into the world of online data collection. You have essentially three distinct phases to plan for. First is the groundwork phase, which includes figuring out where the data will come from, dealing with various bureaucracies, and culture clashes within the field. Next, with the initial battles fought, comes the actual execution of the plan, including the sampling, recruitment, surveying and general wrangling of the subjects. Last comes the analysis itself, which we will not cover in much detail since it is available in the papers cited above.
Planning: Send lawyers, guns and money . . .

Some social scientists are lucky enough to work with existing data sets. In those cases (e.g., see Freese in this volume), the challenges mostly involve the data not being exactly what is the most relevant or appropriate. In our case, the data have almost always been what we wanted. The problems came instead from having to justify the data collection in the first place. And here we faced three consistent major hurdles: complying with rules regulating the protection of human subjects, corporate relations and political considerations.

You want to do what?
Institutional Review Boards are a cautious lot by nature. After all, it is their job to safeguard the public from our clipboard-carrying, white lab-coat-wearing, electroshock-inducing, prison-experimental ways. So who can blame them for starting out with suspicion? Our problems were initially less about subjects’ risk and more about explaining what in the world we were trying to do. Some sample dialogue:

Researcher: We would like to do some experiments on players within online games. 

IRB Administrator: Can we get a copy of the games? Form 17 requires us to have a copy of all audiovisual materials.

Researcher: Well, the game is online, you see. I could give you a copy to try.

IRB Administrator: Well where is it going to be played?

Researcher: It is online. You see, it’s a lot like Dungeons and Dragons. Only there are thousands of people playing at once, and people use avatars.

IRB Administrator: How will you get all of these avatars in your lab?

Researcher: No, the people use avatars when they’re online. So, like the avatar could be an elf or something like that. Oh, and there might be children there. We aren’t sure.

IRB: <long pause> Um, yeah, can you come back next week? I need to talk to my supervisor about this.

So the first step is explaining the research, which does not fit into standard categories. We have tried explaining by analogy, but it is hit and miss. What it all boils down to is the usual key points of IRB approval: demonstrating minimal risks and informed consent, along with the protection of minors. The first two are relatively easy, but in an era where game playing triggers fears of a Columbine-esque meltdown, protecting children from their evils becomes a point of concern. Interestingly, we have had two very different experiences at two Research I universities. The main problem stems from the Internet’s key feature: anonymity. If you cannot verify who the people are, how can you verify that you are including or excluding a particular type of person? After all, subjects can simply lie about who they are. Our advice is to do whatever homework you can about A) the risks your test imposes and B) the likelihood of children being present. We found that interviewing and doing participant observation was the key. But say you know that there will be children present, so you need their parents to sign an informed consent document. How can you be sure that the parents will sign it? At the first university IRB, the administrators took the realistic approach. Knowing that we could not verify the age of the participants or their parents actually signing, they granted us a waiver based on the minimal risk of our tests. At the second university, the administrators insisted that we get informed consent sign-offs, even though they knew we could not verify them. We found the latter to be essentially no protection for subjects and simple bureaucratic rear-covering, but since we were doing something with no risk, we slept fine at night.

The moral of the story is that IRBs are still coming to grips with these approaches and your results are going to vary. The best thing researchers will have going for them is an investigation that poses no real risks to the participants. The essentials do not change online.

You want us to do what?

Because online systems often involve a company operating for profit, working within those systems inevitably means considering a relationship with that company. The upside is that cooperation from the company can make a huge difference in the quality of the study. Imagine if you have the choice between asking people in a study what they did and simply knowing it thanks to data directly from the company about users’ actions. You would always choose the latter because subjects both recollect things incorrectly and they lie (sometimes to make you happy, sometimes due to social desirability, sometimes out of convenience). In online systems, there is an opportunity to collect valuable unobtrusive data (Webb, Campbell, Schwartz, & Sechrest, 1966) on behaviors that are typically much better than what we gather offline in labs. To make it more enticing, a company with data can also derive a perfect sample if you can help lay out the right levels of analysis and stratifications. All you have to do is get its help, but this is where many researchers start making mistakes. We have derived two important lessons from our own histories of mistakes and successes: Understand the perspective of the company, and recognize the importance of networking.

Lesson #1: Understand the company’s perspective. It is all very well and good to want to work with some company or agency, but let us be honest here: we essentially want something for nothing. Game researchers tend to get in touch with companies using a cold call and simply asking for help. Not only is this poor strategy, it is actually bordering on inconsiderate. Why exactly should company staffers spend time to help you? They have a boss and deadlines and time pressure of their own. What is in it for them, either at the individual’s level or the company level? Is it realistic to rely on the good will of these people and hope they will get a warm and fuzzy feeling from doing pro-bono work?  The games industry is famously time-pressured. It has become cliché that game developers work horrendous hours and at some shops are known to keep sleeping bags handy. The working conditions have been bad enough to generate an outcry from the workers, especially at the larger game firms like Electronic Arts (Kline, Dyer-Witheford, & DePeuter, 2003). So there is the individual worker’s perspective: tired and behind schedule. 

As for the company perspective, game development has changed radically over the past 20 years from garage-based start-ups to publicly-traded conglomerate corporate firms. These firms are churning out terrific amounts of game content and manage very tight development schedules. Like most public corporations, they are utterly focused on quarterly progress. They do not think long-term, and rarely invest in research and development. Simply getting on their radar is difficult to do. And, it gets worse: they can run an actual risk of leaking key business information by working with outsiders like academics who want to spread information rather than horde it.

Consider the case of the Asheron’s Call 2 study (Williams, 2004). The goal there was to do the first longitudinal study of an MMO, while also doing the first controlled experiment of any game. In brief, the study followed a treatment group that played an MMO for the first time, along with a matched control group that did not play. Getting that set up required the help of the game’s publisher, Microsoft. Through a series of meetings and talks (see lesson #2 below for more on the importance of establishing contacts in the industry), Microsoft’s game research division decided to help the project by establishing interviews and sampling. Over a year of discussions, we established a large study framework, constructed measures, and laid out a sampling scheme. And then it all fell apart and that year of groundwork went poof. The company decided one day that it would not help anymore (you will see in a moment that it ended up working out). Outrageous, you say, right? Well, actually the failure was the researcher forgetting to consider the company’s perspective.

Many of the measures in the study involved “effects” research, which in media basically means: what impacts does it have on the psychological and social well-being of people? Many of these effects are potentially harmful. The most well-known type involves aggression and violence. In the Microsoft case, the company’s lawyers eventually heard of the study and realized that it could be very harmful to them. A large company like Microsoft is seen as having “deep pockets.” They are consistently the target of dozens of lawsuits, ranging from the frivolous to the very serious. Now consider the position of a company which has engaged in research that potentially shows that one of their products might make someone hurt someone else, i.e. the product is harmful. Suddenly, it is no longer a game company trying to make fun toys.  It is the tobacco industry, producing a harmful product and sitting on evidence that proves it. The lawyers took one look at the measures and said, “good-bye.”

Now, as it happens, the contacts for the research were both interested in the study and sympathetic to a year of lost time given in good faith. They immediately donated 400 copies of the game, which let them help from a distance. Those copies became the stimulus for the treatment group in a study conducted wholly outside of the company. In the end, the total delay was only about one month and we dodged a bullet. Lesson learned: if you want inside help, consider the other party’s needs and perspective.
Lesson #2: Networking matters. At an undergraduate orientation session one of us attended, the organizers held a session on the importance of social networking. Meet everyone around you, they said. Remember their names. These people will not only be your friends and enemies during college, but they will be key business contacts after graduation. That freshman might be the public relations representative you need to return your call some day. In retrospect, it is one of the most valuable lessons we have learned. Social networks matter, as Granovetter (1974) showed and hundreds of social network studies have since reinforced (Ruef, Aldrich, & Carter, 2003). This is no-brainer advice that everyone already knows, right? So why do researchers not use it? Perhaps academics find this approach distasteful. Colleagues with whom we have shared that anecdote with have visibly cringed at the cold-bloodedness of it. But we are not advocating making disingenuous connections. We are advocating meeting people and listening to their concerns. If you want something, you should meet the key people involved.

In our literally networked world, this may be a matter of navigating online spaces like LinkedIn, but we think the face-to-face route is more effective. Recognizing this, we began attending events where industry people would go, learning about them by reading industry journals and listservs. In our case, this meant small conferences where developers get together and the large industry event where developers go (Game Developer Conference). These events are often expensive, but they typically waive fees for speakers. Attending these conferences (or whatever the equivalent is in your area of interest) accomplishes several other things. First, it helps you meet people, so they can put a face with your name when you email them later on. Second, it is a great source of insight and information about how the respective industries work, what their goals are, and what is of interest to them. The first steps in all of our collaborations came from conversations at industry events. These occurred variously on panels, on trade show floors and at social events. In each case, the person from the company was interested in some aspect of academia, and the conversations evolved to cover possible collaborations down the road. It only takes one well-placed person to open the door in a company. That person is more common than one might expect; there are a surprisingly large number of workers interested in thinking creatively about what they do and what the bigger picture is.
Finding those people and making a genuine personal connection based on mutual interest can lead to a solid connection later on. Just make sure to get (and have) a business card and to follow up before too much time passes. That connection might be more than a networking opportunity, too. After all, these people are often experts in their areas. In one project, we spent several days scanning through millions of lines of computer logs before a company rep told us that what we were looking at was a debugging log and nothing more. Oops. More back and forth with them pointed us to the correct files.

Getting the personal contacts, combined with some knowledge of their world allows you to use something that every relationship should involve: reciprocation. The power of reciprocation is immense (Cialdini, 1993). People will help you if you have a genuine interest in helping them. Not understanding this principle is why so many researchers fail to gain the assistance of companies. Calling them up and asking game developers (and we have heard stories of whining and demanding) for help out of the blue shows not only that you do not understand their world, but that you also have no intention of helping them in return. The motivating factors for collaboration from the game developers’ perspective include making more sense of data they already have, figuring out usability problems they face, and even the pure PR value that comes from a company saying it is helping university X make the world a better place.
Quite often, the question for the games industry is not whether our calls are worth their time, but whether what we want to know as social scientists matters to their marketing and computing work. For many game developers, there is no compelling reason to commit scarce resources to understanding the social behavior, psychological well-being and community culture of their users. They want simple answers about why some people keep paying and others do not. As reciprocating partners then, an important task has been to build and demonstrate advanced, rigorous and accessible tools that both help them understand who quits and why, and help us test our hypotheses. Inevitably, this has also meant each side trying to understand the motivations and lingo of the other.

What are you doing?
Our last consideration for planning is purely political. We don’t see this in research methods volumes, but we think it is worth mentioning. It is the reality check of doing work in new areas. If you are doing something wholly new, it is going to be not only hard to do, it is also going to be confusing to some. Your project of blood, sweat and tears may look like a dilettante’s gambit or pure navel gazing to others. Or, it might go as far as to be threatening to those whose success and world view depend on the status quo in theory, practice or topic. Recognizing that, you have to blend both patience and persistence. After all, science needs you to challenge its tenets or it stagnates (Kuhn, 1962). But first, consider the fact that you may actually be an arrogant know-it-all who disrespects the establishment for pure ego reasons (this is a bad thing). Stand on the shoulders of giants rather than chop at their knees. Second, consider that cutting edge work is high risk/high return, and you really could be doing something crucial (this is a good thing), despite what an established person says. Stick to what is both theoretically and personally interesting to you and you will be better off in the long run, even if some people think that what you are doing is nuts.

We have had senior peers tell us ours were not only dumb ideas, but that we should avoid them or else our careers would suffer. The important consideration is balancing personal integrity with political reality. The danger is in letting the “brash young researcher” approach overshadow the science. To foolishly call out some senior person (and Ph.D. programs practically train us all to criticize for the sake of criticism), is to open the door to personal reprisals. And here is something that no young researcher understands fully for a few years: it (and this applies to your field, whatever it is) is a small field and everyone knows everyone else. Moreover, everyone who knows you will be reviewing your papers, your grant proposals, your tenure case and your job application. Stick to the science and studiously avoid the personal. 

Another odd personal calculation comes from dealing with friends and family outside of the academy. All junior researchers are confronted with the challenge of explaining their work to a lay person. Our work on play practically begs to be not taken seriously. Are we not just screwing around with these games? We live in a society where play and work are treated as polar opposites, so in our case it has been nearly impossible to convince anyone that we have to play games to do our work properly. Both of us has a spouse who has looked at us skeptically more than a few times. The truth is that we do not actually play as much as we should. It is the only way to get an understanding of the true context of game playing, and it leads directly to better hypothesis testing, better overall methods and even better question-wording in surveys. But try telling that to our parents, mentors and colleagues. On the other hand, it is difficult to justify play as work to our fellow players, who we often tap for insight in our research or to be pilot subjects.
Doing the research: When subjects attack
Traditional social science has always meant covering the basics, and that does not change online. What changes are the pros and cons of the online environment as compared to offline “real life,” or “RL” as gamers call it. The Internet has made some parts of the research very easy, and others extremely difficult. The following section covers the issues we have faced in finding and working with subjects.

Choosing and motivating respondents

In doing systematic research on a population, there are always things to shoot for: having a sampling frame as part of the total population, having the correct unit of analysis (Backstrom & Hursh-Cesar, 1981) and understanding the trade-offs between different methods (Schuman & Kelton, 1985). But there are no U.S. Census data for a virtual world, so drawing a random sample requires either a means to select people in a truly random fashion or having the assistance of a game developer. In the case of the ongoing Sony project, we had the company’s cooperation and were able to draw a random sample of cases based on any number of variables, but this is a first as far as we know. In most cases, we have had to go it alone, which meant that we could not achieve a perfectly random sample. Thus, the convenience samples we did draw had to be as solid as possible.

In an interview project on World of Warcraft players (Williams et al., 2006), we aimed to interview a sample of subjects to understand their experiences in groups of various size. This meant having an understanding of the possible ways the population could be stratified. And this meant actually understanding the game world and its culture. We knew we would never have a perfectly representative sample, so we did the next-best thing, which was to get data points from every possible stratum based on the data we could gather, and then bootstrap inferences about the population at the tail end. We collaborated with a team of social network analysts who were interested in adding depth to their measures. Their team had developed a way to scrape basic network information from the game world by putting fake characters into the game world and having those characters observe and record who was where and grouped with whom. That gave us basic network maps and a baseline census of players as a starting point. Then, based on playing the game and talking to players, we realized that players should be further broken down by the following: the type of server on which they played, their character’s race and class, how central they were in their social networks, of which faction they were a part, and whether they belonged to one of the many different slices of guilds as laid out by the fake characters’ census. The resulting sampling frame gave us a list of everyone who had played the game in the past month, and how they sorted into our various categories. 

That was a basic interviewing project, which could as easily have been the sampling procedure for a survey. What about experimental designs? Consider the bulk of social science games research. The typical study takes place in a laboratory setting where subjects come in and play some game for about 30 minutes (Sherry, 2001). This lab-based approach has the benefit of control and rigor. The experimenters can control precisely what the players see. The problem, of course, is that the players are keenly aware that they are in a lab, and so are subject to the Hawthorne effect, i.e. performing unnaturally because they know they are in a study. And, they are probably all sophomore college students. Then there is the problem of the short duration. It has been our contention that a 30-minute exposure generalizes outside of the lab to a 30-minute effect, not something longer. We think that if you want to talk about long-term effects, you’d have to have long-term exposure. But here is the problem: once you get out of the lab you get naturalism and real results over longer time spans, but you also surrender control. We wanted to maintain as much control as possible to negate this problem.

So, using the second Warcraft study as an example, our goal was to run a controlled test of the effects of online voice (VoIP) using headset microphones and voice servers (Williams et al., in press). Our best shot at control was to get a decent sample size and then make sure we were matching control and treatment groups as closely as possible. Normally, random assignment to condition covers this. We selected a sample of player groups (see below for the fun of recruitment) and then collected information about them in a survey. Then, based on that survey, we randomly assigned the groups to either a voice or non-voice condition. But the groups are almost never perfectly even unless you have a lot of participants. And in our case, the unit of analysis was groups rather than individuals. So our unit of analysis lead us to have to use a difficult statistical procedure (mixed linear models) to compensate.

Here are some further examples of small things with which we had to deal before they became large things:

1) We wanted the groups to start the stimulus phase at the same time to maintain control and avoid history effects, but they were not in our lab. In fact, they were all over the US (yes, even in Alaska and Hawaii).  How do you get people to do start something all at once all over the country? Our solution in various projects has been to stagger the mailers (containing software, a headset, etc.) we have sent participants so that the people in faraway states get theirs mailed on day one, the people less far on day two, etc. We pre-tested mailers and mailing times to ensure that the staggering dates were working. Also, it is worth noting that the software, headsets, incentives and mailing all cost money. We have lowered costs by using donated software, buying lighter mics and removing software from bulky boxes before mailing, and even bribing graduate students with pizza in exchange for stuffing envelopes. Each cost-saving step (e.g. pre-testing our mailing packets at the post office) took extra setup work, proving that time still equals money.
2) Game players, like most research subjects, need an incentive. For our subjects (a very suspicious crowd, we assure you), our offers of money were met with skepticism and even derision (see below). In the Asheron’s Call 2 study, we used the game itself as the incentive since the goal was to find the overall effects of first-time play. Getting a $50 value in the form of a game box was enough to gather several hundred participants. In the voice study, the reward was the free headset and $40 for three waves of survey responses (roughly 15 minutes a pop). And in the current Sony project, the incentive to complete a survey was a virtual in-game item. But here is how you know that money is not everything: Nearly one-third of our 200 voice participants never cashed their checks, and we had difficulty finding takers in the first place. Yet for the Sony project, the promise of the “Great Sunstaff of the Serpent” was enough to get 10,000 players to take the survey within a day and a half.

3) If a virtual world (or a generic social Web site) works anonymously, any participant could have multiple identities. What’s the unit of analysis then? Is it the identity, or the real-life person? Of course, it depends on whether the theory calls for a test of one or the other, but surveying identities is a lot easier than people. Without access to who goes with what identity(ies), you cannot even be certain about your unit of analysis. The inflation factor could be very small, or very large, and not knowing it makes us tentative about our conclusions when the real identities of subjects cannot be ascertained. When we have assigned people to a condition, we get the person, but when we go in blind, we are subject to this problem.
Finding the subjects

Subjects from virtual game worlds can be recruited in several ways. Each of them requires particular strategies of perseverance, and carries a unique combination of risks and rewards.  Getting to know all of these is an exhilarating (but often excruciating) exploration of the world our subjects inhabit. At the same time, it is also a self-reflective process in which our relationship to the player communities is constantly rethought, and our research questions reevaluated.

In the voice project on WoW guilds, we were determined to recruit subjects on various official and unofficial online forums. After our formal requests for endorsement from the administrators of these forums failed to get any response, we decided to move ahead and post our own recruitment messages anyway. These messages contained a brief description of the project, and directed readers to visit our project webpage to sign up. Despite all of our efforts at legitimizing the project by offering real-money incentives, we were immediately labeled as scammers by the few gamers who responded to our threads. They threw back downright abuses, threatened to get us banned, or made fun of our incentives (“Can you make the payments in peach schnapps?”). We continuously replied to our own threads with faked answers to nonexistent questions simply to keep the threads alive, without much success in getting real attention and interest from the community. Several more sympathetic gamers offered advice, but such advice was more out of cynicism rather than the willingness to know. A gamer replied, “I feel sorry for the guy. As cool as it would be to do a dissertation on Gaming, especially on WoW, the community is sometimes not very forgiving and can be downright cynical.” It was a point well taken, but we missed it. Worried that most potential subjects might never have a chance to see our threads, we went on a wild posting spree on all of the 100 or so forums on a daily basis on the game website. This brought us more responses from interested gamers, but also dropped us into the worst category of netizens—spammers—and ultimately got our account banned in the official community of WoW.

Ultimately, it was social contacts and persistence with the game maker that made the difference. After nearly two months of emails and back-and-forths with legal departments, the company endorsed our posts as legitimate, and “stickied” them to keep them in view. You might think that this would take care of the trolls, but it did not. We still managed to get a mixture of abuse, mockery and cynical consolation. For example:

· “You call yourself researchers? Buahahahahahahahaha....Take that dictionary, remove the dust carefuly, and look under paparazzi...”
· “He's been posting this in many forums for a long, long time now. You'd THINK said survey would be over by now, or they would have their people. I wouldn't trust it.”

·  “Why is U of I wasting money on a game study?
· “Seems like it would be a little more plausible for you to use UI's database and website and have the link through there on their Speech Comm or who ever the survey's for website, that way the participants would know they ARE dealing with a UI study, and [not a] a shady 300 pound slurpy junky in his moms basement.”

These are not the kind of comments you get in a newspaper recruitment ad or even on a street corner soliciting subjects, and there is a fine line to be walked in dealing with them. Mostly, such posters are hecklers who should be ignored, no matter how strong the temptation may be to blast them. In our experience, the only time they were worth responding to were when they created misinformation about the study’s process or goals that others appeared to have believed. Otherwise, feeding the trolls is a bad idea (Pujol, 2006).

The unexpected difficulty in recruiting subjects from online forums shows the dilemma of researchers studying existing online communities. On the one hand, communities of special interest like these develop strong norms of language, behavior, and interactions that make involvement by outsiders difficult. To these communities, academicians may as well be snake oil salesmen because they do not share a common set of interest, goals, and practices. Yet researchers often need to maintain distance and neutrality as part of the process which can unintentionally alienate subjects (Bakardjieva & Feenberg, 2001). On the other hand, researchers run a great risk of alienating potential subjects, if they do not disclose enough information about the research. This tradeoff between respectability and neutrality is difficult to manage since they risk the extremes of priming the subjects or alienating them. 

Naturally, the risk of Hawthorne effects varies with the nature of the project. In our WoW interviewing project, all our recruitment invites were sent on the in-game chat channels, and at times, from an avatar actually visible to the invited subjects. We found that simply being “in the game” made a significant difference for how our team was treated by the game communities: they were much more willing to answer questions from a fellow orc waiting outside the in-game city bank than from a relatively cold message on a forum board. This approach was more effective not because it was more rewarding for the players, but because the researchers were part of the scenery itself and had clearly taken the time to understand local norms and customs. Here again, playing the game proved invaluable.

Working with the subjects
For lack of a better term, running online subjects is basically standard customer service—just with customers who can leave at any time without even looking you in the eye. The IRB stipulations on voluntary participation effectively grant them the right to opt out whenever they want, so researchers are left with little leverage in interactions with subjects. In the constant fear of losing one more case, we sometimes found ourselves sounding like desperate telemarketers, pleading, cajoling, and enticing the subjects not to hang up on us. While these rhetorical tactics did play a major part in our dealing with individuals during deep interviews, there were more appropriate approaches in other cases.

In our voice project with WoW guilds, all subjects were recruited with the help of their guild leaders, in a form of group snowball sample. We made these group leaders clearly aware of the nature, requirements and incentives of the study so that they could inform their ranks and serve as a central point for contact information. Some complained that they had no control over their guild mates, but in most cases we found that guild leaders worked as opinion leaders, and that when they cooperated, their rank and file followed suit. It also helped us keep abreast of what was going on or going wrong with a particular group of subjects. 

Throughout the project, we bore in mind that our subject groups were particularly volatile, so we tried to adapt to unexpected dropouts and other changes. When there were significant changes in a guild in the middle of the study period, we listened to the whole guild about its current situation. As our subjects were all over the world and from all walks of life, we have had subjects who were dislocated by hurricane Katrina, deployed to Iraq, or experienced family loss. If the situation was assessed to have little effect on the data from the rest of the guild, we would raise the reward to encourage the remaining members to complete the study. To get these people and their guild mates online at 11 PM to answer questions like “how much do you like that gnome in your guild?” we felt the need to show a little more patience, consideration and flexibility than usual. The last lesson we learned was about feedback. Debriefing is always an ethical and important part of research, but as in other forms of research we found it was also an important means of learning more for us. We built debriefing information and response fields into our post-test survey and gave everyone an email for general comments. These comments continually helped us understand our data and the players’ perspectives.

Running remote subjects has been a daunting and complex task, and in many ways harder than running a local lab. We gave up the tight control of that setting, but feel that we easily made up for it in natural settings and data that actually occurs outside the lab. In nearly every facet, those data were made stronger by our knowledge of social context gained through play and by listening carefully to subjects before, during and after the data collection.

Surveys that work
The dependent measures in an experiment online can be behaviors and outcomes if you are lucky enough to be able to collect them. But more often than not, a survey is an important component to capture demographic and psychographic information. And, if the design calls for a pre- and post-test, that means a repeated measures survey. This raises issues of duration, technical expertise and question wording.

In our typical experiment, the design calls for surveys before the stimulus and then after it ends. We have still managed to make basic mistakes. One early and obvious lesson learned was that with only a pre- and post-test, there was no way to detect non-linear outcomes, i.e. if the score at time one was 4 and the score at time two was 8, can we know what happened between the two times? No, we cannot, and so we have started taking more repeated measures, especially for the week- and month-long time spans that we are using in experimental designs. But that is the interpretive challenge. What about simply administering the questionnaires?

Running surveys online used to be a tremendous technical challenge, but now there are enough good tools out there that we are down to the validity issues. The Asheron’s Call 2 survey measures required a complicated cgi bin script that we would not wish on people we care about. Each page took about four hours of hand-coding that had to be perfect. Now there are professional tools like SurveyMonkey and its competitors that enable good-looking surveys that actually work. Our only real lesson learned from the “old days” (of four years ago!) is that these things must be piloted for both language and technical mechanics. Using odd file types and transferring results and data between some proprietary format, Excel, SPSS and other tools is fraught with data-loss dangers. We have lost whole scales and the occasional subject simply through system errors. We now run a pilot from data entry all the way to analysis just for technical debugging.

The last challenge in the survey design has been knowing how to ask the questions, and here is where we will beat the drum of social context one more time. In dealing with gamers, we have learned that they have their own language, shorthand and culture, and that if we tried to either A) pretend we “get it” or B) ignore it completely, our data will be unnecessarily noisy. We include a participant observation step in every design we do now, and one of the main benefits is in helping us learn the right words to use. For example, we learned the importance of introductory framing statements in a pilot survey for Asheron’s Call 2. Our question battery involved how much social support the players received, but it did not specify the source of that support. We wanted to know how much came from online friends, offline friends and people who were both. We discovered that we had to preface a question with an orienting statement that made sense to them. A recent example with language adapted from the National Election Study was “Now, thinking about the other real-life people in your guild, would you say that . . .” When we left that statement out, the responses mixed online and off for some, but meant only one of the two for others. In sum, we would have had useless data and would not have known it.
A final thought: What to do with the results?
We find ourselves in the possession of data and findings on a “hot” topic. Studying something that is popular and part of the public’s imagination is a double-edged sword for junior researchers like us. It could mean that our findings are the start of a brand new kind of research, or are just the flavor of the month. Either way, there has been a genuine learning curve in dealing with both journals and public opinion.

For peer-reviewed journals, we think the bar for success has become generally quite fair. Editors have gone from being downright antagonistic about games research to actively interested. Five years ago, one editor wrote, “This is an interesting paper, but games are not media and so really have no place in [the journal].” This attitude is now largely gone from editors, but lurks at hearts of reviewers now and then. So be it. We hope we will remember to be open minded some day when we are the old guard. What remains are good standards for peer review, and research on new topics should never get a free pass. The fact that developing new measures is difficult is never going to be a good excuse for delivering questionable data. So long as we armor ourselves with rigor and transparency, the rest will take care of itself.

What is a little more difficult to get a handle on is the crucible of public opinion. The results of our work have lead to literally hundreds of articles in newspapers and magazines, and to radio and television interviews. This kind of coverage is both heady and dangerous, and we have learned a series of lessons here as well. First, the press will use facts and quotations as they like to fit into a frame that they already have in mind. This means that things we have said appear in strange contexts and are often put in conflict with things with which we do not actually disagree. This has no doubt lead to some colleagues somewhere reading the coverage and wondering how we could have said such a thing. Caveat interviewee. 

Second is the ego check once again. The research should be about the research, not the researcher. The good news (literally) is that press coverage is a rare moment for an academic to get findings out of the ivory tower and into real people’s lives where it might make a difference or even affect policy. The reality check here is that research on new topics quickly becomes research on old topics. To study “new media” is to be studying something different all the time. That means the work will always be interesting, but it also means that the methods will constantly shift. This year’s MMO and avatar study will be next year’s holography or some such thing, and its own set of validity challenges. Keeping the social science methods principles out in front and ready for adaptation is the only real advice possible in an age where change is the norm.

Conclusion

In sum, the basic lessons we learned about methods in graduate school still apply in strange online environments, but the details are all different. Yesterday’s outlier may be today’s haxor
 or noob
. What is important is to translate the values and ideas into practices that fit the new environment. Sampling, ethics, control and generalizability all remain, but they have to be used and considered in novel ways. Inevitably, these will involve mistakes and corrections. Step one in minimizing those mistakes is spending time in these spaces to learn the local norms and customs. Just as with more traditional areas of research, mistakes can be minimized with careful planning, pre-testing and by listening to the communities in question.
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