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Racism Blame and Autonomy in HCI: Testing Perceptions of an AI Agent  

 

Abstract 

 This study employs an experiment to test subjects’ perceptions of an artificial 

intelligence (AI) crime-predicting agent that produces clearly racist predictions. It used a 2 

(human crime predictor/AI crime predictor) x 2 (high/low seriousness of crime) design to test 

the relationship between the level of autonomy and responsibility for the unjust results. The 

seriousness of crime was manipulated to examine the relationship between the perceived 

threat and trust in the authority’s decisions. Participants (N=334) responded to an online 

questionnaire after reading one of four scenarios with the same story depicting a crime 

predictor unjustly reporting a higher likelihood of subsequent crimes for a black defendant 

than for a white defendant for similar crimes. The results indicate that people think that an AI 

crime predictor has significantly less autonomy than a human crime predictor. However, both 

the identity of the crime predictor and the seriousness of the crime showed insignificant 

results on the level of responsibility assigned to the predictor. Also, a clear positive 

relationship between autonomy and responsibility was found in both human and AI crime 

predictor scenarios. The implications of the findings for applications and theory are 

discussed. 

 

Keywords: Attribution Theory, CASA, Predictive Policing, Racism, Artificial Intelligence  
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The movie Minority Report (2002) famously depicted a crime-free society that used a 

predictive policing system, identifying some members of society as likely to commit a crime 

and arresting them pre-emptively. The movie raised serious ethical concerns about 

surveillance, technology and fairness (Gad & Hansen, 2013). How can someone be guilty of 

a crime they haven’t yet committed? As with most science fiction, the moral dilemma seems 

farfetched, given that we don’t predict and sentence individuals before they act. And yet the 

fictional society depicted in the movie is already possible on one level, given the rise of 

artificial intelligence (AI) and big data to predict crime. Although we do not sentence the not-

yet criminal, there have been attempts to build programs that predict future crimes by area or 

individual. An example is Predpol, which identifies potentially high crime regions using the 

theory that criminals repeat crimes in previous crime locations (Aradau, Blanke, Kaufmann, 

& Jeandesboz, 2017). Another is the Correctional Offender Management Profiling for 

Alternative Sanctions (COMPAS), a recidivism risk assessment instrument designed by 

Northpointe Institute for Public Management (Eaglin, 2017). COMPAS uses a micro-level 

approach by assessing each individual who has a criminal record and predicting whether the 

person is likely to commit a future crime. However, there are ethical concerns regarding the 

implication of a program that labels individuals as a potential criminal.  

Behavior prediction has become central in AI development and applied to many 

fields, including crime prevention (Abbasi, Lau, & Brown, 2015). However, when predicting 

crime, there is no evidence that an AI predictor will make higher or lower accuracy 

predictions than human predictors (Dressel & Farid, 2018). And, of course, there is a crucial 

ethical implication to the technology. Even if a system is highly accurate, should it be used? 

The social costs of false positives and negatives are substantial, and conflict with the basic 

tenets of most Western judicial systems, which favor the presumption of innocence, let alone 
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the presumption of no future criminal action (Ashworth, 2011; Hardyns & Rummens, 2018). 

Any prediction—whether from a human or an AI—creates a large cost for those who are 

labeled as guilty, or likely to be guilty, in the future. This assume the prediction is accurate. If 

it is not, the person is doubly victimized—once for an action they have not taken, and once 

for an action they are unlikely to take. While the ethical implications of the technology are 

critical, this paper is focused on the empirical, specifically on our attitudes towards this 

rapidly developing technology, and how they may be impacted by our cultural context. 

As a socially constructed technology, it is crucial that we examine predictive AI as 

an artifact of a particular time and place (Pinch & Bijker, 1999). Crime has long been a 

policy area that reflects our hopes and fears, sometimes based on our culture rather than on an 

objective assessment of risks (Glassner, 1999). Prejudices aside, lower crime rates have 

universal appeal. Thus, it is unsurprising to learn that there are promising views of the 

efficiency of the program and its application, and a general hope that its use will results in 

reduced crime rates (Duwe & Rocque, 2017; Land, 2017). However, others argue the 

predictive policing program is inevitably biased because it uses crime data that are reported 

from heavily policed regions, which leads to an overrepresentation of the social minorities 

who live in such areas (Kirkpatrick, 2017). Therefore, it is valuable to focus not just on the 

accuracy of the algorithm, but the public reception and understanding of the emerging 

technology. Knowing this will help guide policymakers to develop systems that are not 

merely good, but also fit within a context of values as acceptable and socially just 

(Weizenbaum, 1976; Fox, Yamagata, Najaka, & Soulé, 2018).  

Drawing on Expectation-Disconfirmation Theory (EDT), Venkatesh and Goyal 

(2010) argue that expectations and perceived performance are crucial when deciding whether 

to adopt or accept a technology. In the case of an AI crime predictor, people are likely to 
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expect a level of fairness and justice, as they would from any aspect of their criminal justice 

system. Regularly biased outcomes would confound that basic expectation. However, in 

practice, an AI is merely a tool and an algorithm, and as such it is unlikely to be perfect. 

Much like humans in the criminal justice system, an AI will be fallible. The central question 

here is how people will react when an AI crime predictor fails to fulfill their expectations—

and, whether that reaction would be different from the case of a human crime predictor. In 

other words, this study investigates the level of mistrust toward an AI crime predictor and 

compares it to the level of mistrust toward a human counterpart with the same misconduct.  

 

AI and racism 

Just as Weizenbaum (1976) anticipated biased algorithms, implementations of AI 

have shown group-based implications including many cases where race and gender have been 

a factor. The issue started to gain public attention with the advent of the Microsoft twitter 

chat bot, Tay, which notably used offensive language in 2016 (Beran, 2018). Recently, 

Buolamwini and Gebru noted that the efficiency of facial recognition programs varies based 

on race and gender (2018), finding that commercial face recognition was the most efficient in 

identifying lighter-skinned males and the least efficient when detecting darker-skinned 

females (Lohr, 2018). Buolamwini argues that this is a direct result of the engineers who code 

the program being mostly white, with the result that the training datasets mainly consist of 

white faces (Breland, 2017). 

Another case of group-based differences in AI is when a search engine provides 

ethnically or sexually discriminating results. Noble (2018) argues that Google’s search 

algorithm delivers systematically more negative results for black females, such as providing 

more obscene results when searching “black girls” compared to “white girls.” Noble finds the 
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reason for such results stems from the bias of the people who built the algorithm. Because of 

the profit motive, the coders are incentivized to ensure that some results are privileged over 

others. In other words, Noble claims that Google programmers manipulated and altered an 

unbiased algorithm to maximize profits. Thus, the code itself is embedded in an economic 

system, not one built for social justice. The result may be that the consumption of those 

results is profitable, thus justifying and strengthening both the business practice, as well as 

the resulting existing sexism and racism caused by the results. One common argument from 

both Noble and Buolamwini is that AI programs themselves are neutral, but the people who 

built them are biased by either their own identity-based perspectives or by a profit motive.  

The last example is directly related to the study at hand. The COMPAS recidivism 

prediction AI, which is used in this study below, has been shown to make racist decisions 

with regard to people with criminal records. An investigation from ProPublica revealed that 

COMPAS was biased against black prisoners and assigned them a higher probability of 

committing future crimes compared to white prisoners with a similar crime record. Also, after 

looking into the risk scores of about 7,000 arrested people in Florida and their crime relapses 

over the next two years, the investigation found that only 20% of COMPAS predictions were 

correct (Angwin, Larson, Kirchner, & Mattu, 2016). However, ProPublica reported only the 

results COMPAS produced and did not explain how the program generated these outcomes, 

since Northpointe, the company that built COMPAS, did not disclose their calculations in the 

program just as most private companies don’t share the details of their algorithms (Perel & 

Elkin-Koren, 2017). While some people are skeptical about this technology, there are others 

who support COMPAS and think it is unfairly framed as a biased tool (Zhang, Roberts, & 

Farabee, 2014; Flores, Bechtel, & Lowenkamp, 2016). Thus, whether COMPAS makes 

biased or neutral decisions that are merely viewed as biased, there are people who are 
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predisposed to have a strong feeling about each. Therefore, instead of investigating whether 

COMPAS is biased, this study will focus on how people would react to an AI crime-

predicting system making unjust outcomes, particularly with regard to the violation of racial 

equality. 

 

The autonomy of artificial intelligence 

The purpose of creating AI is to produce computer programs that function 

autonomously to find the best possible answers to questions (Russell & Norvig, 2010). 

Studies investigating reactions to the autonomy of machines have found that perception 

comes from two dissimilar feelings: trustworthiness and threat. On the one hand, a study that 

found the autonomy of AI agent influences the perception of the agent's trustworthiness (Lee, 

Kim, Lee, & Shin, 2015). On the other hand, Złotowski, Yogeeswaran, & Bartneck (2017) 

found that people see autonomous machines as more of a threat. However, regardless of how 

the autonomy of artificial intelligence is perceived, there is a view that AI still possesses 

limitations to be deemed as having its own free will (Krausová & Hazan, 2013; Cevik, 2017). 

Thus, it is expected that people believe AI crime predictors have less autonomy compared to 

human crime predictors. 

H1. A lower rating on autonomy will be given to a crime predictor in the AI crime predictor 

scenario compared to the human crime predictor scenario.  

 

Attribution theory 

Despite the reason why AI and computers make such unethical decisions, this study is 
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to see how people would react to the information that is the technologies are being unfair. 

Particularly, this study mainly investigates the case of artificial intelligence, which is often 

perceived as an autonomous technology (Weng et al., 2001; Zgrzebnicki, 2017), is culpable by 

comparing it with the same case with a human counterpart. To see the relationship between the 

level of blame and the identity of a crime predictor, attribution theory is chosen as another 

theoretical framework of this study. Attribution theory explains how people find a causal 

relationship to make judgments about an event by focusing on how “outcome dependent affect,” 

“causal antecedents,” “causal ascriptions,” and the “causal dimensions” of an event are 

processed in order, which lead to psychological and behavioral consequences (Weiner, 2010; 

Fiske & Taylor, 1991). Therefore, this theory is often used to inquire how blame is attributed 

when events happen, such as accidents or crises, and what factors influence the process of 

blame (Jeong, 2009; Richard, 2014). As now AI performs human-like actions and behaviors, 

including crime predictions, there have been studies inquiring about how people blame AI 

when this technology causes blameworthy outcomes. For instance, Shank and DeSanti (2018) 

conducted a study based on attribution theory using actual events to look at how people blame 

AI when it commits moral violations. The study found that people tend to blame artificial 

intelligence more and external factors less, at marginal significance, when there is more 

specific information about the algorithm of the AI. Even though this study shares a similarity 

with Shank and DeSanti's study, as both are about blame toward artificial intelligence, this 

study focuses on how the level of blame varies by directly comparing reactions to the same 

action done by different “identities” of wrongdoers, human and artificial intelligence. 

Furthermore, AI is expected to be blamed more due to an emotional distance coming 

from a different identity, which can be explained by the attribution theory. Defensive 

attribution explains the inclination of attributing more responsibility when there are fewer 
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similarities found between the blamer and the target of the blame, both personally and 

situationally (Burger, 1981; Shaver, 1970). From this perspective, more blame to AI for its 

racist decisions is expected if people identify less with AI than they do with a human. Thus, 

this study assumes that people will blame a crime predictor more when it is artificial 

intelligence. 

H2. Participants will attribute more responsibility to a crime predictor in the AI crime 

predictor scenario than the human crime predictor scenario. 

 

Seriousness of crime and acceptance of authority 

Finally, it is expected that crime predictors will receive less blame if a defendant in 

given scenarios committed a more serious crime. Because the severity of the crime is found 

to have a positive relationship with perceived dangerousness (Sanderson, Zanna, & Darley, 

2000), crimes with more serious outcomes may induce more trust in decisions by an 

authority. Authoritarianism derives precisely from the relationship between the perception of 

threat and the acceptance of authority (Feldman & Stenner, 1997). Sales (1973) found in 

archival data that threat is a cause of a positive attitude toward authority and acquiescence to 

an authority figure. Similarly, people support authoritarian crime controls when exposed to 

the news with serious crime (Krause, 2014). Yet, there have been few studies that examined 

the interaction between perceived threat and the acceptance of authority in the context of 

human-computer interactions, especially seeing computers as an authority. It is expected that, 

if the past crime that a defendant committed is serious, people will trust and support a crime 

predictor more and accept the risk scores rather than perceiving the scores as racist and 

problematic. Therefore, it is presumed that a crime predictor will be blamed less if people are 
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exposed to crime predictor scenarios with more serious crimes. 

H3. Participants will blame a crime predictor less when the crime in the scenario is more 

serious. 

 

Computers Are Social Actors (CASA) 

Computers Are Social Actors (CASA) is a theoretical framework for examining how 

people perceive computers. According to Nass and Moon (2000), people tend to perform 

regular social behaviors in their human-computer interactions, as if the computer was another 

person. In CASA, these social norms are applied mindlessly as a heuristic shortcut, but have 

the effect of impacting our opinions of computers. Importantly, people tend to see computers 

as relatively autonomous, and do not focus on their nature as coded, artificial constructs, with 

parameters and algorithms decided upon and created by some other very separate person or 

persons. In a human-computer interacting setting, people tend to see machines as independent 

entities with their own independent sources of information (Sunder & Nass, 2000). As a 

result, CASA suggests that people consider a computer as an autonomous social entity. 

Hence, the framework is often employed when explaining why behaviors in human-machine 

interactions are similar to practices in interpersonal interaction. 

In regular human-human relationships, we also consider the autonomy of others. In 

cases where we are assessing another’s wrongdoing, we factor this in. As a general rule, when 

someone is perceived to be autonomous, we are more likely to assign them a higher level of 

blame for their actions, and vice versa (Nahmias, Shepard, & Reuter, 2014; Sankowski, 1992; 

Woolfolk, Doris, & Dailey, 2006). Russell, McAuley, & Tarico (1987) found that autonomy 

was a key predictor for responsibility in both successes and failures. Similarly, another study 
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found that people were more willing to give severe punishments to more autonomous people 

(Graham, Weiner, & Zucker, 1997). Based on CASA, it is reasonable to expect that the same 

patterns found in human-human interactions will be found in human-computer ones. A study 

using a delivery robot assisting people performing their task found that people attribute both 

blame and credit more to robots with higher autonomy (Kim & Hinds, 2006). Therefore, a 

positive relationship between autonomy and the level of responsibility is expected in both 

human and AI crime predictor scenarios, i.e. the more autonomous either the human or the AI 

are seen, the more they will be blamed for an unjust result. 

H4. The amount of responsibility assigned to the predictor’s unjust decision 

positively related to its perceived autonomy. 

H5. The relationship between the autonomy of the crime predictor and the 

responsibility assigned to the crime predictor for both human and AI crime predictor 

scenarios will be similar. 

Methods 

In order to test the hypotheses, a 2x2 experiment was designed and conducted, 

varying both the kind of predictor (human or AI) as well as the seriousness of the crime (high 

or low). The dependent variables for this study are the perception of the autonomy of the 

crime predictor and the responsibility assigned to the predictor. 

Participants  

Amazon Mechanical Turk (MTurk) was used to recruit participants and incentive of $1 was 

awarded to each participant upon survey completion. Excluding participants who omitted any 

question in the survey was followed, leaving 334 participants from 353 initially recruited 

people. The youngest participant was 19 years old, while the oldest participant was 87 years 
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old (M=35.04, SD=12.64). Additionally, 149 participants were male, and 185 participants 

were female. 

 

 Procedures  

Participants who agreed to participate in the study were given reading material based 

on an actual story retrieved from a news article in ProPublica, saying that black defendants 

receive a higher risk rating from a crime predictor, which indicates that the person is more 

likely to commit subsequent crimes compared to white defendants with more serious crime 

records who conducted a similar crime. Also, histograms that show black defendants have 

received higher risk scores than white defendants were provided (Angwin, Larson, Kirchner, 

& Mattu, 2016). This article is overtly framed around the racial injustice of the prediction. 

Versions of the story was altered into four different scenarios that fit a 2 (human or AI 

predictor) x 2 (high seriousness or low seriousness) experimental design. For human 

predictor scenarios, the language stated, “a person who is specialized to predict the possibility 

of subsequent offenses or crimes” and “the person who rated the scores.” This section was 

bolded in order to highlight the identity of the crime predictor as human. For the for AI 

predictor scenarios, the language stated, “a computer program with an algorithm that predicts 

the possibility of subsequent offenses or crimes” and “the computer crime predictor”. These 

again were bolded to stress that the identity of the crime predictor was artificial intelligence.  

For the severity of the crime, the low seriousness conditions depicted criminals who 

conducted petty theft and shoplifting, while the high seriousness crime depicted criminals 

who drove under the influence (DUI). These were the same crimes dealt with in the original 

article. Other than these manipulations, the stimuli were equivalent in all four conditions. 
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Using Qualtrics©, an online survey tool, the four scenarios were randomly and evenly 

distributed to the participants. 

After reading a given scenario, the participants were asked to answer two sets of 

questions (three items each), which used a seven-point Likert scale (from Strongly Disagree 

to Strongly Agree) and were edited from the causal dimension scale (CDS) (Russell, 1982). 

The original CDS scale consists of three parts; (a) controllability, which is similar to the 

measurement of autonomy in this study, (b) locus of control, which is similar to the 

responsibility assigned to the crime predictor in this study, and (c) stability, which refers to 

whether the event would stably and repeatedly occur. Because provided reading materials 

imply that the crime predictor giving higher risk scores to black defendants than white 

defendants has been stably occurred over times, the stability of the event was not used for this 

study since it is expected not to produce significant outcomes.  

 

Measures 

Autonomy of the crime predictor. Because the information given about the crime 

predictor explains the identity (human x artificial intelligence), the scores of this measure 

show how people differentiate the autonomy of human and artificial intelligence. This 

dependent variable was measured with a three item scale consisting of these questions: (a) 

Was the crime predictor fully self-controllable when making the decision?; (b) Was the 

decision intended by the crime predictor?; (c) Is the crime predictor responsible for making 

the decision? This three-question measure reached statistical significance (α=0.70). Higher 

scores indicate that the crime predictor made the decision independently from the influence 

of others  
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Responsibility of the crime predictor. Since this measure is also based on the identity 

of the crime predictor, the scores reflect how people differentiate the characteristics of human 

and artificial intelligence in terms of assessing the responsibility. This is the dependent 

variable for the rest of the hypotheses. A three-item scale was used, consisting of these 

questions: (a) Is the decision something that reflects a characteristic of the crime predictor?; 

(b) Was the decision made due to an intrinsic aspect of the crime predictor?; (c) Is the 

decision something about the crime predictor itself? This three-question measure showed 

good reliability (α=0.78). Higher scores indicate that the crime predictor is responsible for the 

decision. 

In order to evaluate the effect of the identity of the crime predictor on the perception 

of autonomy, a t-test was conducted. Also, a two-way analysis of variance (ANOVA) was 

carried out on the scores of the responsibility assigned to the crime predictor to evaluate the 

influence of identity and the seriousness of crimes. Finally, two sets of simple linear 

regressions were conducted to compare the relationship of autonomy of the crime predictor 

and its assigned responsibility between the human crime predictor scenario and the AI crime 

predictor scenario. 

 

Results 

 To verify the efficacy of the manipulations, the responses from “Do you think the 

type of crime mentioned in the reading is a serious crime?” and “To which extent do you 

think the crime predictor has human characteristics (not humanistic)?” were analyzed and 

compared between different scenarios using a t-test. The efficacy of the “seriousness of 

crime” manipulation showed a significant outcome between low seriousness (M=5.03, 
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SD=1.33) and high seriousness (M=5.54, SD=1.28) crime scenarios; t(332) = 3.54, p < .001, 

and the efficacy of the “human - AI distinction” manipulation also showed a significant 

outcome between a human crime predictor (M=4.62, SD=1.98) and an AI crime predictor 

(M=4.11, SD=1.92); t(332) = -2.47, p = .014. These results indicate that participants 

distinguished different seriousness of crimes, and the identity between human and AI crime 

predictors. 

A t-test was conducted For H1, to test whether people think human crime predictors 

are more autonomous than an AI counterpart. The dependent variable for the t-test was the 

autonomy of the crime predictor. The data analyzed with the t-test demonstrated the influence 

of the crime detector's identity at the level of perceived autonomy of the crime detector. A 

higher number indicates a crime predictor possessing more self-control when making the 

decision. From the analyzed data, hypothesis 1 was supported, which argues participants 

think an AI crime predictor has less autonomy compared to a human crime predictor when 

making a racist decision. Based on the results of the t-test, there was a small but statistically 

significant effect of the identity of the crime predictor on its autonomy, p<0.05 [t(332)=-2.95, 

p=0.003, d=0.322]. The autonomy of the predictor was rated lower in the AI scenario 

(M=4.61, SD=1.40) than the human one (M=5.04, SD=1.27). 

The two-way ANOVA was conducted to see the level of blame based on the identity 

of the crime predictor and the seriousness of the crime. Levene's test was conducted to assess 

the equality of variances, and the result of the test rejects the homogeneity of variances; F(3, 

330)=0.86, p=0.46. The data analyzed with this two-way ANOVA showed the influence of 

the identity of the crime detector and the seriousness of crime on the level of the blame 

against the crime detector for its decision. A higher number indicates more responsibility was 

attributed to internal factors, which means more blame to the crime predictor, and a smaller 
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number indicates the attribution of responsibility to external factors, which means less blame 

to the crime predictor. 

Two hypotheses in regard to attributed responsibility were rejected. The second 

hypothesis was that participants attribute more blame of a racism decision to a human crime 

predictor than to an AI crime predictor, and the third hypothesis presumed that participants 

direct less blame toward the crime predictor when the crime in a scenario is more serious. 

The results from two-way ANOVA showed an insignificant outcome for the effects of the 

different identity of a crime predictor [F(1, 330) = 0.92, p = .34] and the seriousness of the 

crime on the attribution of responsibility for the decision [F(1, 330) = 0.17, p = .68]. These 

results reject the hypotheses that the identity of crime predictors and the seriousness of crimes 

will influence the level of blame. Additionally, an insignificant result was found from the 

two-way interaction of identity of crime predictor x seriousness of crime on the level of 

attributed responsibility [F(1, 330) = .462, p = .50]. Table 1 shows the descriptive statistics 

for analyzed data on the level of blame. 

Table 1. Descriptive statistics for the level of blame based on crime predictor identity and seriousness of the crime 

Seriousness of 

Crime 

Human Crime Predictor AI Crime Predictor 

M SD N M SD N 

High 5.00 1.38 88 4.96 1.35 85 

Low 5.04 1.24 79 4.81 1.22 82 

 

 Based on results from the t-test and ANOVA, it was found that the influence of the 

identity of a crime predictor, whether human or artificial intelligence, was significant on the 

perceived autonomy of the crime predictor in the decision-making but not significant on the 

attributed responsibility. In order to have an in-depth understanding of the relationship 
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between the autonomy of the crime predictor and the level of blame, two sets of regression 

analyses were conducted, one set using data only from the AI crime predictor scenario and 

the other set using data only from the human crime predictor scenario. Simple linear 

regressions were conducted to see the influence of the level of autonomy on the level of 

blame in the AI crime predictor scenario and the human crime predictor scenario, 

respectively. For the AI crime predictor scenario, a significant effect was found [F(1, 

165)=112.08, p<0.001], with r2=40.5 (β=0.64). For the human crime predictor scenario, a 

significant effect was also found [F(1, 165)=134.14, p<0.001], with r2=44.8 (β=0.67). The 

results from two regression analyses show positive relationships between the level of 

autonomy and blame in both human-crime predictor cases and AI-crime predictor cases, 

which support the fourth hypothesis. The results also suggest that the relationship between 

the level of autonomy and blame toward the crime predictor is similar across the two 

scenarios, supporting the fifth hypothesis. Figure 1 depicts the relationship between the 

autonomy of the crime predictor and the level of blame to the crime predictor for its decision, 

based on the identity of the crime predictor. 
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Figure 1. The regression analysis of the relationship between the autonomy of the crime predictor and the level 

of blame  

 

 
 

 

 

Discussion 

 The results of this experimental study show that there are strong correlations between 

autonomy and blame, which are found in both human and AI crime predictor cases. These 

outcomes support CASA theory because they illustrate that people blame AI at similar rates 

as they blame humans for a racist decision. Because these outcomes are correlations, further 

studies using an experiment to inquire about causal relationships between autonomy and the 

level of blame in human-computer interacting settings are necessary. Also, even though they 

acknowledge that AI is less autonomous when making decisions, the study shows that the 

level of blame on artificial intelligence is similar to the level of blame on human actors. 

Based on the EDT perspective, this indicates that people had a similar level of expectation of 
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fair judgments from a crime predictor regardless of its identity (human or AI). CASA theory 

was first derived based on studies that measured the attitudes of people who interacted with a 

computer directly (Nass, Moon, & Green, 1997; Moon, & Nass, 1996). This study extends 

CASA by finding that it is also applicable for indirect interactions with machines, such as 

assessing their performance from more of a distance. Moreover, recent CASA-based studies 

have been conducted by focusing solely on participants’ attitudes to various types of machine 

without the consideration how the participants would react to human agents, which led to an 

experiment design that compared reactions to computers with and without human 

characteristics (Carolus, Muench, Schmidt, & Schneider, 2019; Edwards, Edwards, Stoll, Lin, 

& Massey, 2019). To overcome the shortcoming of the previous studies, this study tested 

CASA further by finding a similarity between human-human interaction and human-

computer interaction by comparing them directly. This suggests that the method used here is a 

fruitful one for future research.  

On the other hand, the result shows that the attribution theory may not be suitable to 

explain public blame against AI. There are two approaches to explain the discordance 

between the level of autonomy and blame: there is no relationship between autonomy and 

blame, or a ceiling effect. Because the relationship between autonomy and blame was found 

in both AI and human crime predictor scenarios using linear regression analyses, it is more 

likely that the result is due to a ceiling effect, which is a measurement limitation due to an 

extreme skewness (Ho & Yu, 2015; Salkind, 2010). In other words, a crime predictor 

predicting higher plausibility of subsequent crimes to a black defendant than a white 

defendant without explainable reason is exceptionally unacceptable to participants that the 

identity of the crime predictor was not carefully concerned. The reason for the discordance 

can be confirmed through similar future studies with slightly more publicly acceptable cases. 
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Other than the ceiling effect, this study has a few limitations. First, the attitude 

toward artificial intelligence was not measured before the experiment. Hence, it is not clear 

whether preexisting attitudes toward AI has any influence on the blame toward an AI crime 

predictor. Similarly, the understanding of artificial intelligence technology was also not 

measured, and information about AI was not provided, though we can assume that there was 

even understanding through random assignment.  

One aspect of the results of this study, which AI industries should be aware of, is that 

people's expectations of AI labor are not any lower than they are for human labor, particularly 

in terms of racial discrimination. In other words, even though people are aware that AI may 

have fewer intentions and lower autonomy on any outcome it produces, they have the same 

expectations of fairness. Moreover, because people acknowledge that the AI program is less 

autonomous than humans, blame will likely shift more to programmers and the company, and 

less to the program itself. In other words, even if people understand computers or that AI has 

less intentionality, this does not mean the customers are naïve. Thus, companies in the AI 

industry should treat unethical outputs from their AI products with an equal level of 

seriousness compared to unethical behaviors done by their human representative. 

On the other hand, there should also be a consideration of these results from an 

academic perspective. Unexpected adverse outcomes may interrupt, or even cease, 

technology developments and related studies, just like shutting down Tay, a chatbot 

developed by Microsoft, due to its inappropriate and unethical comments (Wakefield, 2016). 

Putting efforts into AI's making ethical choices is inevitable since artificial intelligence is 

expected to both provide benefits and constrain our lives by making decisions that have been 

made by humans (Casacuberta & Guersenzvaig, 2018; Diakopoulos, 2014). Also, more 

studies and attention on how people would perceive and react to unexpected consequences 
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from AI are necessary because the technology is still unfolding and evolving.  

Finally, there should be more research on ethnicity issues and racism in terms of 

recent technologies, particularly robots and artificial intelligence. The reason more studies are 

required in this field is that such technologies with biases may emphasize and reinforce the 

wrong idea if they are commercialized and permeate into our lives (Howard & Borenstein, 

2017). The AI industry is showing fast growth, with 70% growth in business value over the 

past year, which indicates there will be more AI products that people will use and interact 

with (Coleman, L. D., 2018). This fast commercialization of AI technologies means it would 

be detrimental if the algorithm in AI products were placed into the wrong hands. Thus, the 

efforts to inquire about racism is needed not only in interpersonal interaction settings but also 

in the field of human-computer interaction.  
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